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Foxconn HPC Solution

- Collaborate with Microsoft:άTECHNOLOGY OF THE YEARέ ŀǿŀǊŘ of InfoWorld in 2018
- Solution in multiple scales

- HGX-1, HGX-2, and workstations: standalone usage.
- M100 Rack: All-in-one HPC box for on-premise solution
- M500 Cloud: Ultimate scalable HPC system for public cloud

- Serving computations of wide variety of scales 
- Massively scalable performance (HPC)
- Huge number of smaller-scale and independent tasks for many customers (HTC)
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Objectives

Democratizing HPC

Å Reduce usage difficulty of HPC resource
Å Users focus more on application, less on 

IT issues

Multidisciplinary 
Collaboration

Å Close collaboration with customers and 
domain experts

Å Cloud deployment consulting for customer
Å Codesign of multiple applications: numerical 

simulation and AI with HPC

Streamlined for 
Deployment

Å Utilize big data IT, cloud platform
Å ML/DL/HPC as a service



Foxconn AI HPC Stack

Applications
1. High-Resolution (8K) Image/Video Object Detection
2. Industrial Application / Surface Defect Detection
3. Medical Application / Deep learning / Industrial AI / NGS
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Foxconn AI HPC Stack

Machine Learning / Deep Learning Service
1. Multi-node multi-GPUcluster environment
2. Training and inference workflow
3. Deep learning inference application platform
4. Performance autotuning (FAUST, SOFA, POTATO)
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Foxconn AI HPC Stack

HPC Service
1. Optimized job scheduler and virtualization environment according to specified performance-

energy criteria
2. Job dispatch in hybrid HPC environment, including on-premise HPC clusters and public cloud data 

centers
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ï CoexistHTCondor, Slurm, and K8S cluster under an OpenStack tenant

ï Allow Slurm, K8S, and HTCondorbatch jobs to share the same cluster hardware resources

Hybrid Cluster Management (In Progress)
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HGX -1 Architecture

Modular GPU computing solution
Å Reconfigurable scale-up system
Å High-density GPU clusters for space saving
Å CPU node
Å 32 cores in total

Å Single-node with 8 or 16 GPUs



Next Generation Sequencing

ParabricksNGS
ÅNGS pipeline speedup: 30 ~ 50X
ÅSequencer-generated FASTQ files to variant call files (VCFs) with 

GPUs

16 GPU

16 GPU

8 GPU

16 GPU

8 GPU



Å Single image upload identification
Å Detection of abnormal position and score

Å Multiple database image recognition
Å Batch detection and anomaly location

Å Batch process with 8 GPUs
Å 600,000+ images processed per day

Mammogram abnormality detection
Real-time instant identification

Batch identification processing

Medical Applications

Reference: 
1. Ribliet alΦΣ ά5ŜǘŜŎǘƛƴƎ ŀƴŘ ŎƭŀǎǎƛŦȅƛƴƎ ƭŜǎƛƻƴǎ ƛƴ ƳŀƳƳƻƎǊŀƳǎ ǿƛǘƘ ŘŜŜǇ ƭŜŀǊƴƛƴƎΣέ Scientific Reports vol. 8, 4165 (2018)
2. Digital Mammography DREAM Challenge



HGX -2 Architecture

Ref: https://www.nextplatform.com/2018/04/13/building-bigger-faster-gpu-clusters-using-nvswitches/

HGX-1 HGX-2

GPU # in single node8 (single box) or 16 (cascaded boxes) 16

Inter-GPU 
communication

NVLinkΨ/ǳōŜ aŜǎƘΩ Ҍ t/LŜ NVLinkSwitch

Inter-GPU
performance

1 or 2 hops in 8 GPUs of an expansion box, 
plus 2 hops across PCIe of different boxes

2 hops between 16 GPUs via non-blocking 
NVSwitch

Ideal applications Applications require moderate GPU data 
exchange, e.g. most DL training models, 
ResNet, AlexNet, etc.

Applications require heavy GPU data exchange, 
e.g. Scientific simulation, etc.

TCO per GPU Low Higher cost due to extra NVSwitchcost and 
power consumption

Availability Now Q3, 2019


