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Foxconn HPC Solution

- Collaborate with MicrosofttTECHNOLOGY OF THE & EAR ¢of INd®Vorld in 2018
- Solution in multiple scales

- HGX1, HGX2, and workstations: standalone usage.

- M100 Rack: Aih-one HPC box for epremise solution

- M500 Cloud: Ultimate scalable HPC system for public cloud
- Serving computations of wide variety of scales
- Massively scalable performandeR(
- Huge number of smallescale and independent tasks for many customéetf§Q
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HGX-1 / HGX-2 / WorkStation M100 Rack M500 Cluster >

TEocFI'mE%QRGY = All-in-one HPC in a Rack MSOO@ :

* For on-premise datacenter
¢ Integrated 100TB+ Storage close to

Take control of your
technology future

high performance GPU and CPU
with 100G high speed fabric Fegeration
* Ready-to-use private cloud
management software
¢ Integrated machine learning
platform software




Fii Cloud & HPC

Mechanical/
Component/

Smartphone
Wearable

‘. _Eevi

Tablet /NB

Automation

F{

Ecommence Investment Administrative
/020 Support &
Service

| — R

= 1% o]

wE ME K&
*i#E R

o7 &%

@ so0
TECHNOLOGY
OF THE YEAR

Industrial4.0 +
SmartOffice+PQ

Small, Medium
& Large Size
Display

-
g,

Smart TV,
TV Wall,
Game Console
Consumer Robo

2 1 Mg

| g

Semiconductor
_ IC design

Health, Life &
Prevention

AHOTEHUHER | AR RS TR HEE - AR

Home  Front Page Taiwan News Business Editorials Sp

Foxconn Builds Taiwan’s Largest
Supercomputer

Michael Feldman | January 4, 2018 17:02 CET

Take control of your

technology future

Hon Hai launches its first HPC with
focus on health

ORDINARY PEOPLE: Al medical diagnosis technology in the US
can cost up to US$8,000, a prohibitive cost that Hon Hai hopes
to reduce for general public access

By

first time the campany has built an entire system. N




Objectives

Democratizing HPC

A Reduce usage difficulty of HPC resource
A Users focus more on application, less on
/- IT issues

Streamlined for
Deployment SR,

Al HPC
A Utilize big data IT, cloud platfor .
A ML/DL/HPC as a service Solution

Multidisciplinary
Collaboration

Close collaboration with customers and
domain experts
Cloud deployment consulting for customer

Codesign of multiple applications: numerical
simulation and Al with HPC




Foxconn Al HPC Stack

Applications

1. HighResolution (8K) Image/Video Object Detection
2. Industrial Application / Surface Defect Detection
3. Medical Application / Deep learning / Industrial Al / NGS

|

| Deep Learning/ Medical Model Industrial 8K 3D
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Platform
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OpenstackManagement Platform /
User Portal

Cluster
Software

I
System : File Systems Network Operating System & Drivers
Software | Lustre Ceph NFS ML2, OVS, Firewall, VPN Linux, OFECZuda
I
I
: Flash/JBOD Storages Compute/GPU Servers Networks/Switches
1
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Foxconn Al HPC Stack

Machine Learning / Deep Learning Service
1. Multi-node multtGPUcluster environment
Training and inference workflow

2.
3. Deep learning inference application platform
4. Performance autotuning (FAUST, SOFA, POTATO)

Deep Learning/ Medical Model: Industrial 8K 3D NGS Scientific Computing
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App

Platform OpenstackManagement Platform /
Service User Portal

Baremetal

Cluster i
Software Private Cloud

I
System : File Systems Network Operating System & Drivers
Software | Lustre Ceph NFS ML2, OVS, Firewall, VPN Linux, OFECZuda
I
I
: Flash/JBOD Storages Compute/GPU Servers Networks/Switches
1
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Foxconn Al HPC Stack

HPC Service
1. Optimized job scheduler and virtualization environment according to specified performance

energy criteria
2. Job dispatch in hybrid HPC environment, includingg@amise HPC clusters and public cloud data

centers

Deep Learning/ Medical Model: Industrial 8K 3D NGS Scientific Computing
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Hybrid Cluster Management

(In Progress)

Data‘Scientist #1 [~~~

5,

Data‘Scientist #2

CoexistHTCondqrSlurm and K8S cluster under an OpenStack tenant
Allow Slurm K8S, antiTCondobatch jobs to share the same cluster hardware resources

JupyterHub Spawner Ul

Spawner Options

SSH
Tunnel

Open OnDemand
asssmimmisan e

I

HTCondoclient scheduler

HTCond%r

High Throughput Computing

Kubernetes: Cluster

9
an

PaaS
Operator

K8S worker #1 K8S worker #2 K8S worker #3 K8S worker #4

Master

Status:
SchedulingDisabled

Status:
SchedulingDisabled

Status:
SchedulingDisabled

SlurmCluster

Slurmcompute #1 Slurmcompute #2 Slurmcompute #3 Slurmcompute #4

Head Node

Status: Drained Status: Drained Status: Drained

HTCondoCluster

Condor worker #3

Slot31

Slot32
Slot: 100%

Condor worker #2 Condor worker #4

Slot41

Slot42
Slot: 100%

Condor worker #1

Central

Manager

Slot: 0% Slot: 0%




HGX -1 Architecture

. . HGX-1 Sti -HPC64, Local M.2 SSD
Modular GPU computing solution "~ mm -

L1 L]

A Reconfigurablescaleup system f—_;j_ —

A Highdensity GPU clusters for space saving -]\ i ] I\; .;/ll

A CPU node { Nt H o J
A 32 cores in total )\

L.

CPU: Intel(R) Xeon(R) Gold 6154 CPU @ 3.00GHz
Memory: DDR4 2666MHz 32G x 24

GPU: Tesla W100-5XM2-32GB

Driver: 410.72

05: NGC nver.io/nvidia/tensorflow:18.03-py3
Cuda: cuda 10

Cudnn: 7.3.0.29-1

Tensorflow: 1.10

Benchmark: 1.9

8 GPU
51l
Real, Hvd

fp32 2395 2760 2987

fp16 3959 5129 6029 i _s_a_a,_ﬁ_E__j

16 GPU

ResNet50 BS=128 | BS=256 m

fp32 5306 5847

fplb 7140 9459 11244 l 12362 | |



Next Generation Sequencing

ParabrickiNGS

A NGS pipeline speedufpd ~ 50X

A Sequencegenerated FASTQ files to variant call files (VCFs) wi
GPUs

Throughput—Genomes/Day

60 35

Baseline (32 4 GPU 8 GPU | ﬁ;o:;;;‘:;:fe 9 16 GPUs/Genome 8 GPUs/Genome 4 GPUs/Genome
vCPU)  C 16GPUS 32 4 53

Performance 8 GPUSs (max) | 21 24




Medical Applications
Mammogram @abnormalitycdetection

Realtime instant identification

A Single image upload identification @ statistics
A Detection of abnormal position and score Type of work Time (s)
- Inference 0.619

- Data Processing 0.482

|l Predit Scores
Region Malignant
- Region 1 0.199

A Multiple database image recognition
A Batch detection and anomaly location

A Batch process with 8 GPUs
A 600,000+ images processed per day

Reference:
1. Riblietad> G¢5SGSOGAY3I YR OflaaAirfeAiryad BceatficRygpartsol § 4165 (0Y8 I NJ Y 2
2. Digital Mammography DREAM Challenge



HGX -2 Architecture

GPU # in single nod: 8 (single box) or 16 (cascaded boxes) 16

Inter-GPU NVLInkV/ dzo S aSaKQ b t / L BVLinkSwitch

communication

Inter-GPU 1 or 2 hops in 8 GPUs of an expansion box, 2 hops between 16 GPUs via Aalncking
performance plus 2 hops across PCle of different boxes NVSwitch

Ideal applications Applications require moderate GPU data Applications require heavy GPU data exchal
exchange, e.g. most DL training models, e.g. Scientific simulation, etc.
ResNetAlexNet etc.

TCO per GPU Low Higher cost due to extrllVVSwitchcost and
power consumption

Availability Now Q3, 2019

Ref: https://www.nextplatform.com/2018/04/13/building-bigger-faster-gpu-clusters-using-nvswitches/



