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AWS Global Infrastructure

21 Regions – 64 Availability Zones – 155 Edge Locations
11 Regional Edge Caches in 65 cities across 29 countries

The AWS Secret Region is designed and built to meet the regulatory and compliance requirements of DOD, IC, etc.

Region & Number of Availability Zones

AWS GovCloud (US) Europe
US-East (3), US-West (3) Ireland (3)

US West Frankfurt (3)
Oregon (4) London (3)

Northern California (3) Paris (3), Stockholm (3)
Asia Pacific

US East Singapore (3)
N. Virginia (6), Ohio (3) Sydney (3), Tokyo (4),

Seoul (2), Mumbai (2)
Canada Osaka-Local(1)

Central (2) China
Beijing (2)

South America Ningxia (3)
São Paulo (3)

New Regions
Bahrain, Cape Town, Jakarta and Milan



Evolution in Compute Services
Virtual Server Hosting, Container management, and Serverless Computing

Amazon EC2
Provides resizable cloud-based compute 
capacity in the form of EC2 instances, which 
are equivalent to virtual servers

AWS Lambda
Run code without thinking about servers.
Serverless compute for stateless code 
execution in response to triggers

Amazon EC2 Container Service
A highly scalable, high performance 
container management service



Heterogeneity in Compute Resource Instance Types & CPU
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Accelerated
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Memory
optimized
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F1
M5.24xlarge
• 96 vCPU,
• 384GB RAM
• Up to 25Gps n/w
• EBS only
• 9k EBS Mbps
• New Nitro light 

hypervisor + 
dedicated h/w

C5.18xlarge
• 72 vCPU,
• 144GB RAM
• EBS only
• 9k EBS Mbps
• Up to 25 Gbps 

w/ENA

T2.2xlarge
• 8 vCPU,
• 32GB RAM
• EBS only
• 81 cpu 

credit/hr X1e.32xlarge
• 128 vCPU,
• 4TB RAM
• 2 x 1.9TB SSD
• 14k EBS Mbps

R4.16xlarge
• 64 vCPU,
• 488GB RAM
• SSD EBS
• 25 Gbps

H1.16xlarge
• 64 vCPU
• 256GB RAM
• 8 x 2TB HDD
• 25 Gbps

I3.16xlarge
• 64 vCPU
• 488GB RAM
• 8 x 2TB NVMe SDD
• 25 Gbps

I3.metal (preview)
• 36 cores/72 
• 512GB RAM
• 8 x 2TB NVMe SDD
• 25 Gbps

D2.8xlarge
• 36 vCPU
• 256GB RAM
• 8 x 2TB HDD
• 25 Gbps

P3.16xlarge
• 8 GPU Tesla V100
• 5k CUDA/640 Tensor cores
• 488GB RAM
• 64GB GPU RAM 
• NVLink p-2-p 

Selection of different Intel Xeon processors
• 2.3/2.4 GHz Intel Broadwell/Haswell CPUs:  M4, I3, H1, D2, G3, P3/2  instance types
• 2.9 GHz Intel Haswell CPUs: C4
• 2.5 GHz Intel Platinum CPUs: w/AVX-512 instruction set: M5
• 3.0 GHz Intel Platinum CPUs: w/AVX-512 instruction &set Turbo up to 3.5Ghz: C5



• 10s-100s of processing 
cores 

• Pre-defined instruction set & 
datapath widths

• Optimized for general-
purpose computing

CPU

CPUs vs GPUs vs FPGA for Compute

• 1,000s of processing cores
• Pre-defined instruction set 

and data path widths
• Highly effective at parallel 

execution 

GPU

• Millions of programmable 
digital logic cells 

• No predefined instruction 
set or datapath widths

• Hardware timed execution

FPGA
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G P U  P e r f o r m a n c e  C o m p a r i s o n

• P2 Instances use K80 Accelerator (Kepler Architecture)
• P3 Instances use V100 Accelerator (Volta Architecture)
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Security Requirements

https://aws.amazon.com/compliance/

https://aws.amazon.com/compliance/


Predictive Analytics in Scientific Computing



Large Hadron Collider

The Large Hadron Collider @ 
CERN includes 6,000+ 
researchers from over 40 
countries and produces 
approximately 25PB of data each 
year.  

The ATLAS and CMS 
experiments are using AWS for 
Monte Carlo simulations, 
processing, and analysis of LHC 
data.



Analytics at the LHC



Elasticity in Computing: On demand auto-expansion to AWS – HTCondor based

~60,000 slots using AWS spot instances. A factor of 5 larger than Fermilab capacity!
https://aws.amazon.com/blogs/aws/experiment-that-discovered-the-higgs-boson-uses-aws-to-probe-nature/

https://aws.amazon.com/blogs/aws/experiment-that-discovered-the-higgs-boson-uses-aws-to-probe-nature/


NOvA uses AWS to Shed Light on Neutrino Mysteries

Peter Shanahan (Co-spokesperson of the NOvA experiment):
“Our experience with Amazon Web Services shows its potential as a 
reliable way to meet our peak data processing needs at times of high demand”

https://aws.amazon.com/blogs/aws/nova-uses-aws-to-shed-light-on-neutrino-mysteries/

Neutrinos are ghost like particles       Needed advanced ML analytics to detect

https://www.linkedin.com/in/peter-n-shanahan-ph-d-7514784


Elasticity – Machine Learning & Natural Language Processing 
at Clemson University, 1.1 Million vCPUs with EC2 Spot Instances

https://aws.amazon.com/blogs/aws/natural-language-processing-at-
clemson-university-1-1-million-vcpus-ec2-spot-instances/

https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-ec2-spot-instances/


Available in AWS Marketplace 





….
….

module filter1 (clock, rst, strm_in, strm_out)

for (i=0; i<NUMUNITS; i=i+1)

always@(posedge clock)

integer i,j; //index for loops

tmp_kernel[j] = k[i*OFFSETX];

FPGA handles compute-
intensive, deeply pipelined, 
hardware-accelerated 
operations

CPU handles the rest

Application

FPGA Acceleration

….
….
….
….
….

….
….





https://indico.cern.ch/event/769727/



https://indico.cern.ch/event/769727/

https://indico.cern.ch/event/769727/


Methods to use FPGA (AWS F1 Instance)

Hardware Engineers/Developers1
• Developers who are comfortable programming FPGA
• Use F1 Hardware Development Kit (HDK) to develop and deploying custom FPGA accelerations using 

Verilog and VHDL

Software Engineers/Developers2
• Developers who are not proficient in FPGA design
• Use OpenCL to create custom accelerations

Software Engineers/Developers3
• Developers who are not proficient in FPGA design
• Use pre-build and ready to use accelerations available in AWS Marketplace



Children's Hospital of Philadelphia And Edico Genome Achieve Fastest-
Ever Analysis Of 1,000 Genomes

GUINNESS WORLD RECORDS title for Fastest time to analyze 1,000 human genomes

https://www.prnewswire.com/news-releases/childrens-hospital-of-philadelphia-and-edico-
genome-achieve-fastest-ever-analysis-of-1000-genomes-300540026.html

The Amazon EC2 F1 instances, with 

Xilinx Virtex UltraScale+ field 
programmable gate arrays (FPGAs) was 

used for 1,000 diverse pediatric 
genomes. 
The study was completed in two hours 

and twenty-five minutes.

https://www.prnewswire.com/news-releases/childrens-hospital-of-philadelphia-and-edico-genome-achieve-fastest-ever-analysis-of-1000-genomes-300540026.html


Hubble Space Imagery on AWS: 28 Years of Data Now Available in the Cloud

https://aws.amazon.com/blogs/publicsector/hubble-space-imagery-on-aws-28-years-of-data-now-available-in-the-cloud/



Research Collaborations



Research Collaboration: AMPLab

http://mesos.apache.org

http://spark.apache.org

http://spark.apache.org

https://databricks.com

http://www.mlbase.org

SNAP
http://snap.cs.berkeley.edu

AMP stands for “Algorithms, Machines, and People”

Research Outcomes



Research Collaboration: RISELab (Real-time Intelligent Secure Execution)
Collaborative 5-year effort between UC Berkeley, National Science Foundation and Industry

AWS as a founding partner - https://rise.cs.berkeley.edu/

Goal: Develop open source platforms, tools and algorithms for intelligent real-time 
decisions on live-data 

• Researchers at RISELab use AWS to rapidly prototype and develop systems at scale
• Resulted in Apache Spark, developed on AWS and integrated with core services

From live data to real-time decisions 

https://rise.cs.berkeley.edu/


AWS part of Nationwide Open Storage Network (Funded by NSF)

Research Data Management

Collaboration includes:

- JHU, UCSD, MGHPCC, AWS, Globus, Internet2, 4 NSF Big Data Hub, etc

AWS



https://aws.amazon.com/blogs/aws/natural-language-processing-at-
clemson-university-1-1-million-vcpus-ec2-spot-instances/

Study: Processing LSST using AWS 

https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-ec2-spot-instances/


Collaborative programs with the National Science Foundation (NSF) 
• 2017/2018: The NSF Big Data program supported by multiple directorates at NSF
• 2019: Collaboration with NSF CISE/OAC on Campus Cyberinfrastructure

• 2019 : NSF CISE - Exploring Cloud for Acceleration of Science (E-CAS) 
• 2019: NSF Cloud Access Model - All



• Automating Analysis and Feedback to Improve Mathematics Teachers' Classroom

University of Colorado, Boulder
• Collaborative Research: Protecting Yourself from Wildfire Smoke: Big Data Driven Adaptive Air Quality Prediction 

Methodologies

University of Nevada, Reno
• Collaborative Research: TIMES: A tensor factorization platform for spatio-temporal data

Emory University
• Collaborative Research: Optimizing Log-Structured-Merge-Based Big Data Management Systems

University of California, Riverside

• Collaborative Research: Intelligent Solutions for Navigating Big Data from the Arctic and Antarctic
Texas A&M University Corpus Christi

Examples of Research Collaboration with NSF (2018)

“This NSF big data award, coupled with AWS’s advanced computational and analytic services, is expected to help unlock the 
secrets of interactions among biomolecules that drive human and animal biological processes.” 

Dr. Bin Yu, Chancellor’s Professor at University of California, 



• Detecting Financial Market Manipulation: An Integrated Data- and Model-Driven Approach

University of Michigan, Georgia Tech
• Scalable and Interpretable machine learning: bridging mechanistic and data-driven modeling in the biological sciences

University of California, Berkeley

• Taming Big Networks via Embedding
University of Virginia, University of Illinois at Urbana-Champaign

• Domain Adaptation Approaches for Classifying Crisis Related Data on Social Media
Kansas State University, University of North Texas and Pennsylvania State University

• Distributed Semi-Supervised Training of Deep Models and Its Applications in Video Understanding

University of Central Florida

Examples of Research Collaboration with NSF (2017)

“In today's era of data-driven science and engineering, we are pleased to work with the AWS Research Initiative via the NSF 
BIGDATA program, to provide cloud resources for our Nation’s researchers to foster and accelerate discovery and innovation."

Dr. Jim Kurose, Assistant Director, CISE, National Science Foundation (NSF)



Natural Language Processing is part of Artificial Intelligence (AI): 
• Intersects with Computers and human (natural) languages 

• Involves Speech recognition, natural language understanding & natural language generation



Domain Adaptation Approaches for Classifying Crisis Related Data on Social Media

Doina Caragea, KSU



Methodology

Data Collection

JSON tweets

Data Extraction

Tweet id, create time, text

Data Processing

Stop words, special 
characters, URLs, Emails

Topics Modeling

Streaming Corpus
Latent Dirichlet Allocation

Analysis 

Preparedness, During 
Hurricane, Aftermath
Hurricane timeline

Domain Adaptation Approaches for Classifying Crisis Related Data on Social Media



Classes of machine learning algorithms

Supervised learning [Imran et al., 2013; Ashktorab et al., 2014; Caragea et al., 2014; Imran et al., 

2018] 

• Labeled tweets needed, but not readily available for an emergent disaster 

Domain adaptation [Li et al., 2015; Li et al., 2017, Alam et al., 2018, Mazloom et al., 2018] 

• Knowledge from a prior source disaster is transferred to a target disaster

Unsupervised learning, e.g., topic modeling [Resch et al., 2017]

• Topic modeling can help associate topics/categories with tweets



Using Amazon Comprehend results to get aggregate statistics



Using Comprehend  results to determine frequent entities



Using locations identified by Comprehend  to track hurricane path

Source: Weather Channel



Domain Adaptation Approaches for Classifying Crisis Related Data on Social Media
Doina Caragea, KSU



BigData Market Manipulation Project

• Collaboration between U.Michigan and Georgia Tech

• Sponsored by NSF BIGDATA program, computational support from AWS

• Interdisciplinary: Computer Science (AI/ML), Finance, Law & Public Policy

Goal: New techniques for detecting and mitigating manipulation

Michael Wellman, University of Michigan



Market Manipulation



Spoofing

Definition: Practice of submitting 
large spurious orders to buy or sell 
some security to mislead other 
traders about market state

True 
buy 
order

True 
sell 
order

Spoofing 
sell order

Spoofing 
buy order

Source: UK Financial Conduct Authority              
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One-click training 
for ML, DL, and 

custom algorithms

Easier training with 
hyperparameter 

optimization

Highly-optimized 
machine learning 

algorithms

Deployment 
without 

engineering effort

Fully-managed  
hosting at scale

BuildPre-built 
notebook 
instances

Deploy Train

A m a z o n  S a g e M a k e r



Collaboration with NSF and Internet2: E-CAS

https://www.businesswire.com/news/home/20190326005155/en/Internet2-National-Science-Foundation-Announce-Selection-First-Phase

https://www.businesswire.com/news/home/20190326005155/en/Internet2-National-Science-Foundation-Announce-Selection-First-Phase


Baylor College of Medicine CHARGE

Baylor College of Medicine Human Genome Sequencing Center and 
DNANexus using the Mercury Pipeline for the Cohorts for Heart and 
Aging Research in Genomic Epidemiology (CHARGE) Consortium

Supports 300+ researchers around the world

Analyzed the genomes of over 14,000 individuals, encompassing 3,75
1 whole genomes and 10,940 whole exomes (~1PB of data)

Used 3.3 million core hours over 4 weeks to complete the job 5.7x 
faster than what could have been accomplished on-premise

The outcomes
• Easier collaboration
• Faster time to science
• Cost-effective: On-premise was prohibitively expensive
• No longer constrained by on-premise capacity
• Scientists focusing on Science as opposed to infrastructure

https://aws.amazon.com/solutions/case-studies/baylor/

Access to shared data repositories

https://aws.amazon.com/solutions/case-studies/baylor/


Harvard University: Precision Medicine using AWS

https://www.slideshare.net/AmazonWebServices/precision-medicine-on-the-cloud

https://www.slideshare.net/AmazonWebServices/precision-medicine-on-the-cloud
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aws research      initiative

https://www.forbes.com/sites/robinseatonjefferson/2018/10/23/amazon-and-nih-to-link-biomedical-data-and-researchers/
https://aws.amazon.com/blogs/publicsector/aws-and-national-institutes-of-health-collaborate-to-accelerate-discoveries-with-strides-initiative/

https://www.forbes.com/sites/robinseatonjefferson/2018/10/23/amazon-and-nih-to-link-biomedical-data-and-researchers/


Stanford: Automatic Grading of Diabetic Retinopathy through Deep Learning using AWS

https://aws.amazon.com/blogs/publicsector/an-eye-on-science-how-stanford-students-turned-classwork-into-their-lifes-work/





FDA-Approved Medical Imaging



https://aws.amazon.com/blogs/machine-learning/de-identify-medical-images-with-the-help-of-
amazon-comprehend-medical-and-amazon-rekognition/

De-identify medical images with the 
help of Amazon Comprehend Medical 
and Amazon Rekognition

https://aws.amazon.com/blogs/machine-learning/de-identify-medical-images-with-the-help-of-amazon-comprehend-medical-and-amazon-rekognition/




Language Support: 

§ English (Australia)
§ English (Canada)
§ English (India)
§ English (UK)
§ English (US)
§ German
§ Japanese







“Amazon Lex represents a great 
opportunity for us to deliver a better 

experience to our patients. Everything we 
do at OhioHealth is ultimately about 

providing the right care to our patients at 
the right time and in the right place. 

Amazon Lex’s next generation technology 
and the innovative applications we are 
developing using it will help provide an 
improved customer experience. We are 

just scratching the surface of what is 
possible,”

Michael Krouse
Senior Vice President and CIO – Ohio Health

”

“
• Delivers Personalized Care 

Recommendations

• Makes Customer 
Appointments 

• Drives Urgent Care Referrals

Ohio Health Automates Patient Interactions



Incorporates ~47 different voices and fully managed services

https://aws.amazon.com/polly/

https://aws.amazon.com/polly/
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Amazon ML stack



Significantly improve many applications on multiple domains

“deep learning” trend in the past 10 years

image 
understanding

speech 
recognition

natural 
language 
processing

…

Deep Learning

autonomy





Centimeter-accurate positioning
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• Build machine learning models in Amazon 
SageMaker

• Train, test, and iterate on the track using the 
AWS DeepRacer 3D racing simulator

• Compete in the world’s first global autonomous 
racing league, to race for prizes and a chance to 
advance to win the coveted AWS DeepRacer Cup

AWS DeepRacer

A fully autonomous 1/18th-scale race car designed to help you learn about 
reinforcement learning through autonomous driving





Applications in various domains





AWS RoboMaker - Robotics

Development 
Environment

Simulation Cloud Extensions 
for ROS 

Fleet 
Management



AWS Cloud Credits for Research 

https://aws.amazon.com/research-credits/

https://aws.amazon.com/aws-ml-research-awards/
https://ara.amazon-ml.com/proposals/#apply

https://aws.amazon.com/opendata/

https://aws.amazon.com/research-credits/
https://aws.amazon.com/aws-ml-research-awards/
https://ara.amazon-ml.com/proposals/
https://aws.amazon.com/opendata/


https://github.com/aws-samples/aws-research-workshops

https://github.com/aws-samples/aws-research-workshops


https://github.com/awslabs/amazon-sagemaker-examples

https://github.com/awslabs/amazon-sagemaker-examples


Thank you! 

Sanjay Padhi
sanpadhi@amazon.com


