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The LHCb detector

@ Instrumented in the forward
region to exploit
forward-production of ¢- and
b-hadrons

LHCb MC

(s =14 TeV

@ Located at point 8 of the LHC
@ General-purpose detector in the forward region o, rraa) =
@ Specialised in studying b- and c-decays

/2
0, [rad]
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The LHCb detector JINST 3 (2008) S08005

@ Instrumentation in the
forward region
(2<n<b)

@ Excellent secondary
vertex reconstruction

@ Precise tracking before
and after magnet

- @ Good PID separation up
= AL to ~ 100GeV/c

ECAL HCAL

SPD/PS
Magnet RICH2 M1
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https://doi.org/10.1088/1748-0221/3/08/S08005

LHCDb timeline

Run | Run Il S2 Run 11l Run IV LS4 Runs V+

HL-LHC
R S S S S S S S S O O

2010 2012 2014 2016 2018 now 2022 2024 2026 2028 2030 2032
Phase | Upgrade Phase Ib Upgrade Phase Il Upgrade
Triggerless rea‘dout at 40 MHz Possible stepping stone Upgrad‘e for HL
9fp~" 50fb~" 300fb~"
\ \
Belle 2 LHCb may be only dedicated B-physics experiment
50ab~"

timetable may shift
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Real-time reconstruction in Run I

“Online”: near detector “Offline”: grid computing
somm,| | Hardware 1mu, | 1St software | jo0in, [ 2nd software || 5w | (g i ] 5 kHz [ -
: q > econstruction|
[ trigger trigger trigger N o G Analysis ]
l high pr, Er partial reco full reco
. /s ms hours weeks

Online Offline
40 MHZ| [ Hardware 1muz | 1St software | j00xn, [ 9PB buffer 100z | 2nd software Analysis
trigger trigger Real-time trigger (Turbo)
l high pr, Er partial reco Align + Calib full reco
Time from collision: Hs ms hours hours

@ Calibration and alignment of Run | data performed “offline” weeks after data taking
o Trigger reconstruction different from offline
@ In Run Il, data buffered before final trigger stage

o Allows for real-time alignment and calibration

o Offline-like reconstruction within the trigger

o Many analyses use “Turbo-stream” data — online reconstruction, full raw event not
saved
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Real-time reconstruction in Run I

@ Real-time alignment and
— calibration performed for
vertex locator, RICH
detectors, tracking
stations, calorimeter and
muon stations

@ Will focus on velo and
RICH

@ Alignment particularly
important for velo, which
opens and closes
between fills

@ Gas-filled RICH detectors
also require frequent
calibration
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Real-time reconstruction in Run I

@ Each alignment task performed
once per fill

@ Alignment begins once a large

enough dataset has been 3 e e ol =
collected of 3 23| (13 ()33
@ Calibration of RICH gas g . ] —
refractive index performed S ... F|LL ........................ r--- T . >
regularly to account for
temperature/pressure Changes VELO alignment (~7min) ‘ ‘ ‘ ‘ ‘ ‘ ‘ ’ ‘ ‘ Calorimeter Calibration
W|th|n the rad|at0r gas Tracker alignment (~12min)
. - OT global calibration MUON alignment (~3h)
8 LHCb Preliminary LHCb Preliminary RICH calibration

(every 15 min) RICH 1&2 mirror alignment (~2h)

((~7min),(~12min),(~3h),(~2h)) - time needed for both data accumulation and running the task

initial improved
2019-12-09 6/23
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Real-time alignment of the Velo

@ \ertex locator modules sit
5 mm from the LHC beam

@ Consists of two retractable
halves (one shown)

@ Modules formed of two
sections — one on each velo
half

@ During beam injection, velo
retracted to 35 mm for safety

@ Closed once LHC beams are
stable

@ Moves every fill — align every
fill
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Real-time alignment of the Velo

@ Alignment of velo based on minimising
residuals between hits and
reconstructed tracks

@ Plot shows x and y translation between
the two velo halves

@ Tolerance of +2 um allowed without
alignment update (empty markers)
@ Updates may also be caused by other
degrees of freedom
e e.g. offsets or rotations within a velo
h alf o Empty markers = no up:iale 17/04I/2018 - 21/11/2018
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Real-time calibration of the RICH NIM A 12 (2016) 041

@ RICH detectors provide particle ID information based on
angle of Cherenkov radiation

@ Index of refraction of the gas radiators sensitive to
changes in temperature, pressure and composition

L @ These features are monitored but data-driven calibration
Spherical

Miror also required

Magnetic
Shield

Uy @ Compare recorded and expected Cherenkov angles
Track (bottom left)

@ Alignment of mirrors also calibrated (bottom right)

VELO exit window

Plane
Mirror

0 100 200 z (cm)
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https://doi.org/10.1016/j.nima.2016.12.041

The turbo stream

@ Save only parts of the event
needed for offline analysis

@ Multiple persistence levels

Only candidate (~ 7 kB)

Part of event (~ 16 kB)

Full event (~ 48kB)

cf. Non-turbo (~ 69 kB)

Used by many analyses, e.g.

g x10°

JINST 14 (2019) P04006

HLT2
candidate

% ! 2 2000 LHCb LHChH ‘g isolation prompt-like sample L % 1: THco13Tey'

3 oo 3 ﬁ | baa Va=13TevV } , pr(i) > 1GV, p(p) > 20 GV H 0

E_ 00 5 1400 B - A\ prompt - E 2 120

gsmﬂ gﬁ B com. big = Hong 4 5 100

2 3 - hh+ hyg 21 5 80

£ 2000 g &0 £ \M‘/ | s jg

3 35 E -

100 8 o 1: 1 20

G005 2010 2005 2020 %05 210 005200 & 10° 10° %00 300 3700
m(D°7r*) [MeV/c] m(D°rr) [MeV/c] m(pt ) [MeV] M52 [Mevic]
CP violation in charm decays Search for dark photons decaying to dimuons Observation of Z;"

PRL 122 (2019) 211803
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https://doi.org/10.1103/PhysRevLett.122.211803
https://doi.org/10.1103/PhysRevLett.120.061801
https://doi.org/10.1103/PhysRevLett.119.112001
https://doi.org/10.1088/1748-0221/14/04/P04006

The LHCb detector: Run Il upgrade

Verte:
Locator .

-5m

o

3

N " N\
Side View ECAL HCAL NN\

=)

SciFi

Instantaneous Luminosity [10%2 cm2 571

CERN-LHCC-2012-007

LHC Fill 2651 [Run I}

A real fill with the

d

A 121
upgrade-overlaid
LHCb upgrade

ATLAS & CMS

LHCb Run |

LHCb

B
eam2 : i~1-3c;.“
Beam 1

Fill durationz[oh]
@ Run at 5x higher luminosity
@ Triggerless readout at 40 MHz
@ New vertex locator

@ New tracking (UT, SciFi)
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https://cds.cern.ch/record/1443882

Challenges in Run Il

¢ (nb)

F(mb)

Dan Craik (MIT)

events / sec for £

10 cm?s™

@ Atincreased luminosity, charm (beauty) in 24 % (2 %) of
bunch crossings

o Cannot write out charm at 7 MHz
@ Trigger must distinguish signal from less-interesting signal
as well as from background
@ No longer feasible to have first trigger based on
calorimeters and muon detectors alone
@ Need as much information about an event as soon as
possible
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LHCDb trigger in Run llI

Run 1 Run 2 Run 3: Baseline
[ pp Collisions ] [ pp Collisions ]
LTB/s | 1TB/s
( Hardware L0 ) 5TB/s
50GB/s | 50 GB/s
( EB EB )
50GB/s | 50GB/s 5TB/s |
x86 CPU farm x86 CPU farm
( HLT1 I 1( HLT1 )
lﬁGBh
4GB/s [253;:;1:&?] [calibr;tlilgr?ra(r)lg iiisgnment]
; 6GB/s |
( HLT?2 I 1( HLT?2 )
0.3GB/s § 0.7GB/s 10GB/s §
[ Storage Storage

@ Hardware trigger to be removed from
Run Il

@ HLT1 software trigger must perform at
30x higher rate with 5x the pileup
@ Buffer will reduce from
O(weeks)— O(days)
@ Significant increase in data transfer rates
@ New trigger setup offers up to ~ 10x

efficiency improvement for some physics
channels
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Run lll baseline HLT1 performance LHOB-TDR 017 LHCB-FIGURE-2012:002

@ Significant progress made to
optimise tracking algorithms

@ ~ 4x improvement in throughput

LHCb Upgrade simulation

'Z

Scalar event model, maximal SciFi reconstruction

Scalar event model, fast SciFi reconstruction -
with tighter track tolerance criteria

w
8

~
=
=3
3
©Q  |Scalar event model, vectorizable SciFi reconstruction
. . § € 25{with entirely reworked algorithm logic
© & |Fully SIMD-POD friend: t model, vectorizabl
from vectorising, improvements to 82 | suoron rey e e veageene
. . . @ 5 °*]reconstruction, 1/0 improvements
event model and optimisation 2% —
ﬁ 8 15 -
ig .-
Max HLT1 tracking sequence throughput for 20 threads, 2 jobs = 12400.3 evt/s/node g‘é‘ 10 J— -
- e
12000 2E s
10000 g gy L S RIS ST 00 R0
2 a0 S F FF SOREOREY SO0 S SO
g @ multi-threaded processes offer gains over
% 6000 LHCb Simulation . H
2 Preliminary running more processes in parallel
4000 —— Multi processes o 8 thriprocess
—— best hive perf e 12thriprocess . .
* 16 orocess @ Optimal CPU architecture under
2000 e 2thriprocess o 20 thr/process . . . .
o dmpocess + 24 tprocess investigation — new AMD architecture offers
o 6 thriprocess « 32 thriprocess

o W m @ e % significant cost/benefit improvements

Nb threads/process x Nb processes
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https://cds.cern.ch/record/2684267
https://cds.cern.ch/record/2310827

Run lll baseline HLT1 performance LG FUE 07 63

=2 F - 1Track ~ owe 2-Track —e— 1 OR 2-Track :1 =
él_ E —go.s‘g
@ Allows for a flexible and configurable g :ng
sequence 3 *ig
@ Physics performance of single-track and T T T e T
tWO'traCk SeleCtlonS StUdled WD°- K'K @ED'- K'KT™ @mD’- KK mmD’- KKK  mmE- AT
8’ * E - =& 1Track e 2-Track —e— 1- OR 2-Track
@ Loose (L) and tight (T) versions of P AT
algorithms simulated with different pr 9 A
thresholds (500 — 1000 MeV/c) wf i
@ (Top) ~ 1 MHz output rate achievable based  soomer T e
on “minimum bias” simulation _LEL.I Lot LN LEL Ll LRI
@ Two-track selection remains efficient 3 - £
@ Single-track selection still requires work “EL

500 MeV' 750 MeV/ 1000 MeV'
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https://cds.cern.ch/record/2244313

LHCDb trigger in Run llI

Run 1 Run 2 Run 3: Baseline Run 3: GPU-enhanced
[ pp Collisions ] [ pp Collisions ] [ pp Collisions ]
LTB/s | 1TB/s
[ Hardware LO ] 5TB/s 5TB/s
50GB/s | 50 GB/s ] -
( EB EB ) ‘ + ’
50GB/s | 50GB/s 5TB/s | HLTL on GPUs
x86 CPU farm x86 CPU farm 0.2TB/s
( HLT1 I 1( HLT1
L 6GB/s | x86 CPU farm
4GB/s [ » ‘bgffer on disk ] [ ] blAlﬁ‘er‘ on disk ]
calibration calibration and alignment calibration and alignment
6GB/s l ;
( HLT2 I 1( HLT2 Il HLT2 )
0.3GB/s § 0.7GB/s 10GB/s § 10GB/s |
[ Storage [ Storage [ Storage ]

@ Option to move to a
GPU-based HLT1 with
GPUs installed on the
Event Builder servers

@ Free up full CPU farm
for HLT2 and save on
networking between
event builders and
CPU farm

@ Demonstrated
technical feasibility

@ Decision due in early
2020
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Why GPUs?

42 Years of Microprocessor Trend Data

107 - wd * 7| Transistors
LW il (thousands) , .
10° LA I @ Moore’s law still holds but
10° ﬁ&?“;; TRl SQ%T&TQEZ: single-thread performance has
10t g { (SpeciNTx10) levelled off
\ . ::: 2 ‘ﬂ I!*.“‘ |'. Frequency (MHz) .
10° X ’.;_G.;y ‘ o | typical Povier @ Gains now to be made through
107 | Tt b T ISTRIRETRY WL (Watts) parallelisation
- - Ty vV .::. Number of Lo
R S A c34% wdeaicoes @ GPUs specialised for
100 g o —— 1 massively parallel operations
1970 1980 1990 2000 2010 2020 (100s—1000s of cores)

Year

Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2017 by K. Rupp
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HLT1

Muon decoding

D..

@ HLT1 involves decoding, UT decoding
clustering and track

reconstruction for all tracking -
lelo decoding Taekin

subdetectors T ek
@ Algorithms also perform

Kalman filter and trigger SciFi decoding

selection

@ All stages of the process may Simple Kalman fiter
be parallelised

Find sec-
ondary vertices

Select events
Selected events

Ll

SciFi tracking

Find primary vertices

Parameterized
Kalman filter
j
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The A”en pI’OjeCt LHCB-FIGURE-2019-009

@ Generic configurable framework for GPU-based execution of an algorithm sequence
o Data passed to GPU device
o All algorithms executed in order
o Results passed back to the host
@ Process thousands of events in a single sequence
o Opportunity for massive parallelisation
@ Configurable sequences at compile time
@ Configurable algorithms at run time
@ Custom GPU memory management — no dynamic allocation
@ Built in validation and monitoring
@ Cross-platform compatibility with CPU architectures
@ Named for Frances E. Allen
@ Implement HLT1 on GPUs
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http://cds.cern.ch/record/2693058/

Allen selection ingredients HHCBFIGUREZ01S:

Primary vertices Momentum
wf e Selections i 13
ok ER 3 pdisbtion kR
ook A LA i @ One track "
[ multiplicity distribution 2F e 7xln'
! irack multiplicity of MC PV [+] TWO traCkS T e

Impact parameter
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@ Single muon

g @ Two muons (displaced)
06 LHCh simuion
¥ GPURSED K .
12 @ Two muons (high-mass)
0oF & % g‘:ﬁ.“.ﬁ{ trons ™
. === pdistribution, ot clectrons |
G" —mwdlsmhnﬂon, e:acmm - i —
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L 310"
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http://cds.cern.ch/record/2693058/

Al |en pe rform ance LHCB-FIGURE-2019-009

@ Total rate reduced 30 — 1 MHz

Trigger Rate [kHz] @ Physics performance consistent with x86
1-Track 249 + 18 baseline
2-Track 663 + 30
High-pr muon 1+ 1 Signal GEC TIS-OR-TOS TOS GEC x TOS
Displaced dimuon 50+ 8 B KOt~ [89+2 85+2 78 £3 69 +3

. , BY — K%¢te~ | 84+3 69 + 4 62+4  53+3
High-mass dimuon | 101 +£12 B 5 6o 83 13 7043 6514 5443
Total 971 + 36 Df - KtK—n+ | 8244 6245 38+5 32+4

Z > utu 78 +£1 97 +1 97+1  75+1

GEC = global event cut, TIS = trigger independent of signal, TOS= trigger on signal
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Al |en th LHCB-FIGURE-2019-009

801 LHCb simulation Jesla V100 3268
Tesla viee-pcre-3268 | [INNEEENEEEENENNRNRNNNERNNNNRNNRRNRNRRERERENENE /c .62 kHz _ o] CPURSD gerorcefxzomon
Quadro RTX 6000 T e 72.83 khz £
Geforce rTx 2080 T  |HENEESSSSSRERRRRRSERRRRRRRRRRRRRRNNNRNNN 68.36 kHz T
Tesla T4 /I 34.92 kHz £
ceForce oTx 1080 Ti |[IEEEEEEEEEREREERE 30.23 kHz Z40 -
GeForce GTX TITAN X | NNEEEEEEEN LHCD simulation 19.20 kHz £, ° Serorce GTX 1080
ceForce GTX 1060 6GB ||EEEE 12.74 kHz §
= 20 SeForce GTX TITAN X

GeForce GTX 680 | GPU R&D 5.50 kHz = efrte e sog0 sc
GeForce GTX 670 | I 5.22 kHz 10] | serorecmeeso

s s S R ST T T oL Freceoncen

) 10 20 30 40 50 60 70 80 25 50 75 10.0 125 150 17.5 20.0 225

Theoretical 32 bit TFLOPS

@ Full HLT1 algorithm can be run on ~ 500 current GPUs

@ Buy GPUs instead of networking
@ Performance scales with GPU so can expect more from 2021 GPUs

o Not yet limited by Amdahl’s law
o Potential to perform more tasks within HLT1
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http://cds.cern.ch/record/2693058/

@ Real-time reconstruction and calibration a success story for LHCb in Run Il
@ Offline-quality reconstruction allowed for many trigger selections to be moved to the
turbo stream
@ Selections can be based on offline-quality features
o Smaller event size — higher event rate for same disk rate
o Tradeoff — full raw event not saved — cannot rerun reconstruction offline
o Already crucial for charm decays in Run |
@ LHCb detector and DAQ upgrades for Run IlI
o No hardware trigger
o First-stage software trigger must perform track reconstruction at bunch-crossing rate
@ Baseline x86 implementation of first-stage trigger significantly optimised to deal with
higher throughput
@ Allen project offers a GPU-implementation

o Generic framework allows for configurable algorithm sequence
o Feasibility for possible use in LHCb Run Il already demonstrated
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