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DAQ Concepts Edge ML 

2

Talk by R. Herbst

LINAC Coherent Light Source - II

Framework to provide a 
configurable VHDL based 
inference engine

- Layer Types supported: 
Convolution, Pool & Full 

Developed as a proof of concept 
but applicable for many HEP 
experiments

developed for
Linac Coherent Light Source II 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DAQ Concepts Edge ML 

3

Talk by S. Jindariani
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Machine Learning based algorithm for reconstructing prompt 
and displaced muons at Level-1 in CMS detector

4

Talk by J. F. Low

At CMS L1 muon transverse momentum assignment has 
used ML for inference since LHC Run-1 

- Traditionally Used LUTs 
- NN Inference also should be possible! 

- Trade off in FPGA resource usage 
For Phase-2 the EMTF algorithms will evolve to 
incorporate new detectors, pile up, maintain 
efficiency, also incorporate displaced Muon ID
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Detect New Physics with Deep Learning

5

Talk by Z. Wu

Traditional

Auto Encoder

Not to claim a discovery!
But to give an idea of what Exotic Signals 

to integrate into our trigger menus



  
  
C
PA

D
 T

ri
gg

er
/D

A
Q

/M
L 

  
  
D

ec
 1

0,
 2

01
9

Machine Learning-based Trigger for DUNE

6

Talk by G. Ge
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Accelerated Machine Learning Inference as a Service

7

Talk by N. Tran

co-processor aaS

co-processor aaS
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Overview of Trigger & DAQ Systems
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The LHCb detector

Located at point 8 of the LHC
General-purpose detector in the forward region
Specialised in studying b- and c-decays

Instrumented in the forward
region to exploit
forward-production of c- and
b-hadrons
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Intensity Frontier

Talk by K. Chen
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9Example of CMS Phase 2 Architecture (for HL-LHC)

Triggered Readout - CMS

9

Dec. 9, 2019 C. Herwig — CPAD Instrumentation Frontier Workshop

Architecture of the Phase-II L1 Trigger

17

1. Introduction and overview 13

Figure 1.3: Functional diagram of the CMS L1 Phase-2 upgraded trigger design. The Phase-2
L1 trigger receives inputs from the Calorimeters, the muon spectrometers and the track finder.
The Calorimeter Trigger inputs include inputs from the barrel calorimeter (BC), the calorimeter
endcap (CE) and the hadronic forward calorimeter (HF). It is composed of a Barrel Calorime-
ter Trigger (BCT) and a Global Calorimeter Trigger (GCT). The Muon Trigger receives input
from various stations including drift tubes (DT), resistive plate chambers (RPC), cathode strip
chambers (CSC) gas electron multipliers (GEM). It is composed of a barrel layer-1 processor
and muon track finders processing data from 3 separate pseudorapidity regions and referred
to as BMTF, OMTF and EMTF for barrel, overlap and endcap respectively. The muon track
finders transmit their muon candidates to the Global Muon Trigger (GMT) where combination
with tracking information is possible. The track finder (TF) provides tracks to various part of
the design including the Global Track Trigger (GTT). The Correlator Trigger (CT) in the center
(yellow area) is composed of 2 layers dedicated to particle flow reconstruction. All objects are
sent to the Global Trigger (GT) issuing the final L1 trigger decision. External triggers feeding
into the GT are represented (see text). The components under developments within the Phase-2
L1 trigger project are regrouped in the same area (blue area).

ger (ECT) are used to process high-granularity information from the calorimeters to produce365

high-resolution clusters and identification variables to be used for later processing. Outputs366

from the BCT, ECT and the hadronic forward calorimeter (HF) are sent to a Global Calorimeter367

Trigger (GCT) where calorimeter-only objects such as electrons, hadronic taus, jets and energy368

sums are built.369

Track Trigger path: Tracks from the outer tracker are reconstructed in the Track Finder (TF)370

processors as part of the detector back end. The reconstructed track parameters and quality are371

provided to the trigger system to achieve precise matching with calorimeter and muon objects.372

This key feature maximizes the trigger efficiency while maintaining the rate within budget. A373

Global Track Trigger (GTT) is proposed to reconstruct the primary vertex of the event along374

Combine detailed Calorimeter 
& Muon Information with 

Implement offline-like algorithms 
Layer 1 → run “particle-flow 

candidate" reconstruction & pileup 
Layer 2 → run algorithms on 

candidates  

Dec. 9, 2019 C. Herwig — CPAD Instrumentation Frontier Workshop

§ Pooling of efforts in ATCA Processor hardware, firmware 
and software development

§ Multiple ATCA processors and mezzanine board types
§ Modular design philosophy, emphasis on platform 

solutions with flexibility and expandability 
§ Reusable circuit, firmware and software elements

2019-06-19 APx consortium 2

The APx Consortium
Hardware Prototype

26

PF+
PUPPI

Regional sortingLink infra

250

which introduced embedded Linux and high bandwidth memory lookup technology to FPGA6704

processing boards, the consortium is developing multiple ATCA board and mezzanine types6705

utilizing a modular design approch, with an emphasis on reusable circuit, firmware and soft-6706

ware elements. The first generation of these boards has passed successful testing as described6707

below. The main processing boards (APx) presently deploy Xilinx Ultrascale+ FPGAs for data6708

processing. The design of the APx is flexibly set up to provide for either one or two large pro-6709

cessing Ultrascale+ FPGAs and to evolve with future FPGA device developments. The APx6710

model uses an integrated CPU/FPGA System-on-Chip device such as the Xilinx ZYNQ for the6711

primary embedded Linux control point. This control uses integrated FPGA logic to allow the6712

Linux system to effectively manage the FPGAs, clock synthesizers, optical modules and other6713

components present in the platform. For thermal management of large FPGAs, the APx ap-6714

proach favors direct soldering of the FPGA on the main ATCA card so as to make maximum6715

use of the standard ATCA slot width of 6HP (1.2 inch) for cooling. Direct soldering provides6716

better electrical connections and optimal heat conduction.6717

6.3.1.2 Hardware Description6718

Figure 6.3: Prototype APd1 Board with 76 Optical Links capable of 28Gbps operation.

APd1 ATCA Card The APd1 (APx Demonstrator 1) is a trigger demonstrator board in the6719

ATCA form factor, based on a single Xilinx XCVU9P FPGA in the C2104 package. The main6720

board hosts 5 subsidiary boards, which are described in this section, including: ELM (Em-6721

bedded Linux Mezzanine), Large Look-up Memory Table Mezzanine (LLUT), an RTM (ATCA6722

Rear Transition Module), IPMC (Intelligent Platform Manager Control ATCA control point),6723

and ESM (Ethernet Switch Mezzanine). After successful testing, these 5 subsidiary boards6724

along with their designs, firmware and software have been presented to and made available to6725

CMS and ATLAS groups. The APd1 has a total of 76 optical links at up to 28Gb/s (depending6726

on Xilinx FPGA speed grade) are supported at 19 Samtec Firefly optical transceiver positions6727

on the main board, and 24 MGT (Multi Gigabit Transceiver) channels are routed to the RTM6728

ATCA carrier card development 
lead by APx consortium

Placed preliminary 
algorithm on VU9P

§ Pooling of efforts in ATCA Processor hardware, firmware 
and software development

§ Multiple ATCA processors and mezzanine board types
§ Modular design philosophy, emphasis on platform 

solutions with flexibility and expandability 
§ Reusable circuit, firmware and software elements

2019-06-19 APx consortium 2

The APx Consortium§ Pooling of efforts in ATCA Processor hardware, firmware 
and software development

§ Multiple ATCA processors and mezzanine board types
§ Modular design philosophy, emphasis on platform 

solutions with flexibility and expandability 
§ Reusable circuit, firmware and software elements

2019-06-19 APx consortium 2

The APx Consortium

§ Pooling of efforts in ATCA Processor hardware, firmware 
and software development

§ Multiple ATCA processors and mezzanine board types
§ Modular design philosophy, emphasis on platform 

solutions with flexibility and expandability 
§ Reusable circuit, firmware and software elements

2019-06-19 APx consortium 2

The APx Consortium
§ Pooling of efforts in ATCA Processor hardware, firmware 

and software development
§ Multiple ATCA processors and mezzanine board types
§ Modular design philosophy, emphasis on platform 

solutions with flexibility and expandability 
§ Reusable circuit, firmware and software elements

2019-06-19 APx consortium 2

The APx Consortium

Sophisticated algorithms to combine information 
from all sub detectors at 40MHz 
Algorithms with latency of O(100ns) implemented 
in FPGAs using ATCA hardware 

Talk by C. Herwig

Similar strategy pursued by ATLAS

track trigger at L1, 
pT>3-4 GeV, Vertices
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granularity of detectors 
— Data rates and storage increasingly become an issue

Triggered Readout - SBND

10
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- sync to time 
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- record input 

status
-issue readout 

triggers

Linux OS
- control 

acquisition
- package 

data
- configure 
trigger logic 
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Talk by D. Rivera

— Hardware trigger implemented to 
decide whether or not the TPC should 
be read out based on combination of 
information from several key sources

Example from SBND Penn 
Trigger 
Board

(PTB)
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Several options 
explored e.g. use 

alternative 
processors (GPUs) 

Real-Time Reconstruction - LHCb

11

LHCb trigger in Run III

x86 CPU farm

Run 1 Run 2

pp Collisions

Hardware L0

EB

HLT1

9 PB bu↵er
calibration

HLT2

Storage

1 TB/s1 TB/s

50 GB/s50 GB/s

50 GB/s50 GB/s

4 GB/s

0.3 GB/s 0.7 GB/s

6 GB/s

6 GB/s

x86 CPU farm

Run 3: Baseline

pp Collisions

EB

HLT1

bu↵er on disk
calibration and alignment

HLT2

Storage

5 TB/s

5 TB/s

10 GB/s

x86 CPU farm

Run 3: GPU-enhanced

pp Collisions

EB
+

HLT1�on�GPUs

bu↵er on disk
calibration and alignment

HLT2

Storage

5 TB/s

0.2 TB/s

10 GB/s

Figure 2: Evolution of the LHCb trigger system. Real-time calibration and alignment was first
performed between the HLT stages in Run 2. The FPGA-based hardware stage will be removed
in Run 3. Our proposal focuses on adding GPUs to the EB servers and running the entire HLT1
sequence on GPUs. This reduces the bandwidth that needs to be transmitted from the EB nodes
to the CPU farm from 5 TB/s to 0.2TB/s. The cost savings on networking is expected to be more
than the total cost of the GPUs needed to run HLT1 on the EB servers. Furthermore, the entire
(fixed-size) CPU farm would be available for running HLT2.

(the Event Filter Farm or EFF) for processing by a software application called the high-level trigger
(HLT), which is divided into two stages. HLT1 partially reconstructs events and selects a subset for
further processing by HLT2, which performs a more complete reconstruction then executes many
selection algorithms to further reduce the rate at which data are ingested for permanent storage.

In Run 1, the combination of limited CPU in the EFF (20k logical cores), lack of experience
with the data (a new detector), and suboptimal algorithms limited HLT1 to reconstructing only
a low-fidelity subset of the interesting objects in each event. Similarly, HLT2 was not able to
reconstruct all objects, and the lack of data calibrations available in real time meant that o�ine
reconstruction was necessary to produce the high quality data required for physics analysis. Despite
these limitations, Williams pioneered the use of ML already in 2011 in the primary HLT2-selection
algorithm, known as the Topological Trigger (TOPO). About 60% of all LHCb publications to-
date were produced using data recorded by the ML-based TOPO. By the end of Run 1, innovations
like the TOPO made it possible for LHCb to process proton-proton collisions at twice its design
maximum rate, while recording signal samples at more than twice the anticipated rates and with
higher than expected purities.

For Run 2, Williams and collaborators from the Yandex corporation reoptimized the TOPO [10].
Furthermore, they replaced the primary HLT1 algorithms with ML-based versions. In Run 2, 75%
of the data persisted by HLT1 were selected by these ML-based algorithms. Other major changes
were also made to the trigger in Run 2. Increasing the number of (logical) EFF cores to 50k and
deploying faster reconstruction algorithms allowed both HLT1 and HLT2 to execute the o✏ine

4

Option to move to a
GPU-based HLT1 with
GPUs installed on the
Event Builder servers
Free up full CPU farm
for HLT2 and save on
networking between
event builders and
CPU farm
Demonstrated
technical feasibility
Decision due in early
2020

Dan Craik (MIT) Trigger & Real-time Reconstruction @ LHCb 2019-12-09 16 / 23

Talk by D. Craik
Several interesting physics signals are high rate processes at LHCb 

— improved sensitivity by accessing event information early on 
LHCb performs analysis in real time  
— Data is buffered before final stage of trigger to derive calibrations & alignment  
— Perform reconstruction at bunch-crossing rate with same quality as offline for 
most objects 
— Full raw event is no longer stored, reduce load on offline reconstruction 

Already successfully used for several results & plans for extension for next run
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— Interesting for physics and as diagnostic & monitoring tool

Real-Time Analysis - CMS

12

Talk by R. Mommsen

14

L1 Trigger System

H
PC Interconnect(s) 

Infiniband H
D

R, 200 G
bE

Distributed 
(global) 
stream 

processing

 
Amached 
storage 

long term

Query-
based 

analysis

 
Feature 

DB 
medium 

term

Trigger 
Primi0ves

Tracker

Muon

Calo

Global

Decision

Scou0ng System
I/O nodes 
• Local processing 
• Transient storage

Gained experience in Run 2, plans for expansion in Run 3 
Successful implementation requires R&D activities on several fronts

— HW inference engines 
— Stream processing 
— Distributed algorithms (MPI)

— NVRAM latency 
— Searchable Feature DB 
— Key-value store to assemble and buffer event fragments



  
  
C
PA

D
 T

ri
gg

er
/D

A
Q

/M
L 

  
  
D

ec
 1

0,
 2

01
9MicroBooNE’s Continuous 

Readout Stream targets seeks 
to observe supernova signal

Continuous Readout - MicroBooNE

13

• Implemented in the Front End Module FPGA (developed at Columbia University) 
• Save regions which are above a threshold relative to the channel baseline. 

Iris Ponce - Columbia University
13

Saved Pulses -
ROIs

What we achieved

Compression Output 

AD
Cs

AD
Cs

Zero Suppression Algorithm

MicroBooNE’s Continuous (Supernova) 
Readout Stream  
• The supernova stream reads out the data 

continuously 
• Relies on delayed external trigger –Supernova Early 

Warning System (SNEWS)

• Saving data continuously is non trivial
• Without compression:
2 Msamples/s * 2 B/sample * 8256 channels = 33 GB/s 

3.7GB/s per DAQ server
• Set the target writing speed of ~50 MB/s for the DAQ 
servers
• Apply lossy compression to reduce 
data by a factor of 80

Iris Ponce - Columbia University
12

Save data for 
2 days

Talk by I. Ponce

— Reads out data continuously and stores it 
until external trigger is issued 
‣Supernova Early Warning System (SNEWS) 

— Requires data compression  
‣Achieved data reduction factor 
of 80 & successfully operating!

Mechanisms for reducing 
the transmitted data 

volume is another key area 
of future R&D
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Common Challenges and R&D
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Experiments with large 
data rates over many 

links require R&D

Talk by K. Chen(EXE�8VERWQMWWMSR�ERH�'SQTVIWWMSR�MR�*VSRX�)RH
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Currently ~10Gb/s 
& ~200 MRad
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Radiation hard high-speed 
serializer and optoelectronics 

Exploring high-bandwidth 
COTS solutions 

— Terabit Ethernet: 800 Gb/s 
and 1.6 Tb/s may become 

IEEE standard in 2025

Crucial for 
future colliders!
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DAQ and ML! 

15
Thank You!


