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DAQ Concepts Edge ML

Framework to provide a
configurable VHDL based

Layer
Definition

Train &
Test Data
Sets

-

inference engine

- Layer Types supported:
Convolution, Pool & Full

Developed as a proof of concept
but applicable for many HEP
experiments

developed for
Linac Coherent Light Source Il

N

Caffe/Tensorflow train and
test software

- - y DA. ‘\\ -
’, \

Talk by R. Herbst

Weight &

CNN
Config
Record
(VHDL)

Bias Values

\

Synthesis / Place & Route

FPGA

LCLS-II Layout

LINAC Coherent Light Source - 11

Cooling
Plant

" New Superconducting
Accelerator

/

Switchyard

- ,A 000 times brighter

Continuous 1 MHz beam rate
1 million shots per second

Soft X-ray Experimental
Halls

Beam Undulator

s ‘ :
e e - Hard X-ray
/ Existing Copper: Undulator

Accelerator -
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input layer

O

layer m

output layer

Maps naturally into the functionality of DSP slices available in

modern FPGAs

+ DNN

Device
Kintex-7 325T
Virtex-7 690T

Kintex UltraScale KU115

Virtex UltraScale+ VU9P

# of DSPs

840

3600

)
.........

= Including support for large layers

+ Binary and Ternary DNN

s Low precision (1 or 2 bit) weights
performance
= Implemented in LUTs

+ Conv1D and Conv2D (small)

s Large Convs and Binary/Ternary coming soon

+ Other features
s Batch normalization
»s Various activation functions
s Tools for comparing C and RTL simulation results

Talk by S. Jindariani
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Machine Learning based algorlthm for reconstructmg prompt

| Aand dlsplaced Jnuons at Level-1.in CMS dej{'ector o -

¢

TaIk by J. F Low

Trigger
Primitives Pattern Track o Muons ‘ ~ - | 2
(“stubs”) finding building assignment i : Eé_ ; ,,,, ; 'g mz:\ TEgddc(a:nder g
e [gg I (| (1.24< |n] <2.4) ~
At CMS L1 muon transverse momentum assignment has .~ , 21 | =1
used ML for inference since LHC Run-1 W Gy L s A

Traditionally Used LUTS =& e !zm
- NN Inference also should be possible! A==
. APd board

Trade Off N FPGA resource Usage being developed E
For Phase-2 the EMTF algorithms will evolve to - 2’
incorporate new detectors, pile up, maintain Q
efficiency, also incorporate displaced Muon ID g
HLS estimates E
a
| LUT IURAH\ E
Looking into the Phase-2 APd board 31 @

with Virtex US+ VU9P FPGA, which has 3X
more LUT & FF, and 2X more DSP.

Displaced EMTF++: NN performance

NN should comfortably fit in the VU9P
(DSP usage is 35%)

32 clk @ 333 MHz = 100 ns latencv

his 4 ml ,




Detect New Physics with Deep Learning

_— i, . - - -« 18 A

Talk by Z. Wu

Example AE Model

« Train with simulated ZeroBias event at 200 pileup
+ Use simulated Puppi Jet/MET/MHT inputs (18 inputs) with g
preprocessing Gt

| s
‘' ReLU -

Traditional Workflow of Searches

\[¢} Design
deviation Trigger
Collect
Data

Auto Encoder Workflow of Searches

No Design
Deviation Trigger
Collect

Data

+ Activation function: ReLU

« Loss function: L1Loss fa,g)=L={hy.slv}, b= on=al,
+ Training - validation ratio : 0.8

* Number of epochs: 100-200 epochs

* Number of layers: 8 layers

* Model is designed with simplicity for firmware implementation and
resource/latency requirement

lllustration by Jeff Lewonczyk

Not to claim a discovery!
But to give an idea of what Exotic Signals
to integrate into our trigger menus
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Machine Learnmg based Trlgg_er for DUNE

Talk by G. Ge

Sanford Underground

Research Facility Eermilab 2
iles _—
k”a‘aoooal{g:“eters) goz=t === z=2= ESE l 8
vy NEUTRINO
PRODUCTION d
DETECTOR —
UNDERGROUND iah-
PARTICLE DETECTOR Mot dain 8
O
Background (NB)
(DUNE simulation)
Physics goals of DUNE:
Far dete_cto.r: _ o e CP violation in the lepton : —
e 4 liquid argon time projection sector SN neutrinio event >
chamber (LArTPC) modules, e neutrino mass ordering S~
each with 10kton fiducial e search for rare events, @y
mass e.g. proton decay, <
e underground (1.5km deep) supernova burst 0
neutrinos ™
)
(@)
h=)
Frome N+2 ... frame N F (Ul
o.dn - Se!;c::r:i]gn/ I_
a Classification o i
pan rﬁ émid 2 ... FomeN e PA| _ ModE\t;L'eve Q
'L selection/ Selection/ <
" ' Classification Classification . o
ﬁ‘ (per APA) Performance and power analysis of CNN_s: U
Platform Model Time | Power | Energy Efficiency
1. Low-level: 2. Module-level: (s) (W) (img/s/W)
CNN-based pPATame ARM C-A53 | CNN_s | 0.0855 | 2.871 4.074
selection and across module FPGA CNN_s | 0.0511 1.110 17.630
reweighting and *G. Karagiorgi, Y. Jwa, G. di Guglielmo, L. Carloni;

over 10 seconds

DOI: 10.1109/NYSDS.2019.8909784
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Accelerated Machme Learnmg Inference as a SerV|ce

sk
| » -
2 f( ~0 q A
F——] COPROCESSOR
(GPU FPGA,ASIC) (GPU,FPGA,ASIC)

lfalk by N. Tran
:
.  (GPU,FPGA,ASIC)
(GPU,FPGA ,ASIC)
:
I  (GPU,FPGA,ASIC)
Pros: Pros:

cOPROCESSOR

Dec 10, 2019

scalable algorithms less system complexity -l
scalable to the grid/cloud no network latency
heterogeneity (mixed hardwares) Z
CO-processor aaS ~
Event Processing Job O"
Configuration | —> Pangg:ter ( x <
MODULE 1 ML INFER 1 Q
""""""""""""""""""""""""""""""""""""""""" HCal Reco Resnet-50 (Top tag) b
Input Source MODULE 2 MODULE 6 Network Network O
(datg or simulation) e e v A > 83:§3: ; U)
Mobute 3 threads CPU 67 inf/ 0.6 - 2img/s @
"""""""""""""""""""""""""""""""""""""""""""""""" (single-thread) Int/s (depends on CPU) - —
MobpuLE 4 |—| MobuLe5 |—| ML |NFER}) SI__
Database |—> | Event Setup . 333 inf/s 140 img/s (batch 1)
\ GPUaaS w/TensorRT (batch 16000) 667 img/s (batch 32) N
;- Coprocessor FPGA 500 inf/s 660 img/s E
: (batch 1) (batch 1) (Brainwave, aaS) U
oo 1
External . FPGA,
ocrang | o o SONIC
<, (’
i N Services for Optimized Network Inference on Coprocessors 04
CMSSW I_::;c_q_uir_e_()_ i (other work) | _p_reduc_:e(_) ]
I
thread R T g A5 S A lyhpap S




Talk by K. Chen

e Iriggered readout

Detector Channels

= o ATLAS
Run! 5_ CMS
*\\ / O S — VYV V VvV ¥ V‘ VN V‘ YV VYV VYV VYV VvV VYV VYVYVYVYVYVY VY Y Y
/ S, le-- : " O : @) ALICE
/W “afg e +Tr|gger ________ A Front End Electronics _
Ro e Hlreaming readout
g \ 4 \ 4 \ 4 \ 4 \ 4 \ 4 \ 4 A 4 \ 4 \ 4 w. V.V \ 4 VL LHCb (Run_3)
\3_' RN —— > Readout Network/Event Building EIC (in R&D)
Courtesy: g . N Processing ybrld readOUt
Andrea Negri %_’h_ [Filtering o  sPHENIX
% o ProtoDUNE-SP
- E— s | osewo
S <—— [Intensity
DAQ o DUNE Frontier
Energy
Frontier
Energy Frontier Intensity Frontier
e 3¢ Fermilab

The Short-Baseline Neutrino Program

Overview of: Trigg'el? &DAQ 'SYStems_ %

- .
v e i,
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Talk by C. Herwig

,AT‘I‘iggerecd’ Readout QCMi_

Example of CMS Phase 2 Architecture (for HL-LHC)
Calorimeter trigger Muon trigger Track trigger
Detector Backend systers Combine detailed Calorimeter
TP . .
'- & Muon Information with
Barrel OMTF Local
Layer-1 I
Globa_ll_ggsl;;r:meter - Global Muon Trigger qul'briaglgt?c;k Global
External Triggers
PF
ey e
Global Trigger GT

Phase-2 trigger project

Sophisticated algorithms to combine information
from all sub detectors at 40MHz

Algorithms with latency of O(100ns) implemented
in FPGAs using ATCA hardware

Similar strategy pursued by ATLAS

Dec 10, 2019
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,AT‘riggerecd' Readout ; SBNP

(Beam) (crr

Trigger Primitives PTB

) @
o

MTC/A

status ™D data

~ 3

Talk by D. Rivera

V1730

Trigger decision is critical for LArTPC due to slow dritt and high
granularity of detectors
— Data rates and storage increasingly become an issue
Example from SBND TP.e””
rigger
FPGA  ARMAY Board
i iTrigger Logic iConfig} Linux OS i ) (PTB)
—gp-; - SYNC tO time: -co.n’Fr.oI , Beam Gates/ 177 RGeS
| reference | . acquisition | WR/Timing Toreshold
=P - record input | . - package :

-issue readout; DMA | - configure

DAQ

triggers | ' trigger logic |
|

_____ S o2

Microzed

Beam Non-Beam
Trigger 1 Trigger

Offline
Storage

DAQ

Readout
Triggers

Nevis
TB 1/0

— Hardware trigger implemented to
decide whether or not the TPC should
be read out based on combination of
information from several key sources

Dec 10, 2019
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Real-Time Reconstruction - LHCb
VAR _ = RN ~7g vro e Ny

Talk by D. Craik

Several interesting physics signals are high rate processes at LHCb
— improved sensitivity by accessing event information early on
LHCb performs analysis in real time

— Data is buffered before final stage of trigger to derive calibrations & alignment
— Perform reconstruction at bunch-crossing rate with same quality as offline for

most objects

Run 1 Run 2 Run 3: Baseline Run 3: GPU-enhanced
( pp Collisions ) ( pp Collisions ) ( pp Collisions J
1TB/s y 1TB/s
5TB/s
( Hardware L0 ) 5TB/s
50 GB/s § 50 GB/s -
EB | EB ) +
HLT1 on GPUs
50GB/s § 50GB/s 5TB/s |
x86 CPU farm x86 CPU farm 0.2 TB/s
( HLT1 ( HLT1 )
l 6 GB/s ‘ x86 CPU farm
4GB/ 9 PB buffer buffer on disk buffer on disk
S calibration calibration and alignment calibration and alignment
6 GB/s ‘ ;
( HLT2 ( HLT2 I HLT2 )
0.3GB/s § 0.7GB/s 10GB/s § 10GB/s §
( Storage Storage Storage )

— Full raw event is no longer stored, reduce load on offline reconstruction
Already successfully used for several results & plans for extension for next run

Several options
explored e.g. use
alternative
processors (GPUS)

Dec 10, 2019
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Real-Time Analysis - CMS

Talk by R. Mommsen

CMS is planning a 40 MHz real-time analysis stream for HL-LHC 0
— Interesting for physics and as diagnostic & monitoring tool Q
L1 Trigger System Scouting System y
cohd M - S
Calorimeter tr/gger Muon trigger Track trigger i I./g:ac:dpiicessing Attached O
Detecto B ckend systems e . e Transient storage Istorage 8
cSC GEM iRPC - % ST S
' lkigger
Sanel § OMTF EMTF Rrimitives] =
. Y&L =) = il
Globa!rrci)ga;c;rrlmeter Global Muon Trigger qul_briaglg'l;ack Tracker g ; 5"
- - - 5 g Feature <
External Triggers : - Ca I o ?DU g D B Q
: N D medium —
Muon Sa term 81
..... @)= o)
C;rrelator e ES—— G I (0) ba I i Di(sétlr;bb:f)ed sI__
stream &)
Global Trigger Decision processing <L
ol
@)

Gained experience in Run 2, plans for expansion in Run 3
Successful implementation requires R&D activities on several fronts

— HW inference engines — NVRAM latency
— Stream processing — Searchable Feature DB
— Distributed algorithms (MP1) — Key-value store to assemble and buffer event fragments

12



Continuous Readout - MicroBooNE- -

Talk by I. Ponce

MicroBooNE’s Continuous
Readout Stream targets seeks
to observe supernova signal

— Reads out data continuously and stores it

until external trigger is issued

»Supernova Early Warning System (SNEWS)

— Requires data compression

<t
] Clear disk | | Save and analyze! |
Saved Pulses -
Compression Output ROIs
/)

» Achieved data reduction factor

| Save data for

2 days

of 80 & successfully operating!

ADCs

¥

-

Mechanisms for reducing | \..: we achieved R 7
the transmitted data | [\ \
volume is another key area \
of future R&D N —>
° = 107 B a0 o e
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Experiments with large
data rates over many
links require R&D

ATLAS

EXPERIMENT
Candidate Event:
pp-H(=bb) + W(-=1v)

ATLAS raw data from
detector: 1Pb/s

| FCC-hh: ~10Pb/s §

Exploring high-bandwidth
COTS solutions

— Terabit Ethernet: 800 Gb/s

and 1.6 Tb/s may become
IEEE standard in 2025

Common Challenges and R&D

- .
BN R - i, ¥

L.

Talk by K. Chen

Data transmission: higher bandwidth, radiation hard, lower mass, lower power

consumption
Electrical links between front-end ASIC and high-speed transmitter
e For RD53, ATLAS: upto 6 m @ 1.28 Gbps;
High-speed fiber optical links:
e R&D towards 28G/56G
Wireless transmission:
e R&D by groups like WADAPT for tracking detector: 60G band and 240G carrier have been demonstrated.
e Datarate 1/10 carrier frequency (OOK, BPSK)

Crucial for
future colliders!

Data

Radiation hard high-speed Rate
serializer and optoelectronics

28Gbps NRZ / 56Gbps PAM4 Transmitter with

28nm CMOS

Si-Photonics: integration of optoelectronic devices

in a “Photonic Si chip”, by using WDM: 40Gbps |

NRZ is possible. Mach-Zehnder Modulator is also | 25G

insensitive to NIEL. VCSEL ISiPh
TO TERABIT SPEEDS 10G? O==
10T | Currently [~10Gb/s -
;Ilghl(); Parallel Radiation
~ . (e‘.)gfoSSFP-DD) & ~200 MRad | IHardness
(7] 32
2 e iz ———t——
~ O O"" Duo Speeds 10 10*° n_/cm
§ 4OOG s=g " s (Seefli‘if;[::!z:s) 100 1000 mRad
(% 200G Or—\-*ﬁ“'ﬁ(egg" SFP)
X 100G Q—(I)—O@—
4 506G ® O \
25G | O
106 -@—@
2000 2010 2020 2030

Standard Completed

O Ethernet Speed O Speed in Development '\__\, Possible Future Speed

Dec 10, 2019
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Exciting developments in Trigger
DAQ and ML!
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Thank Youl!
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