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We report here the results of an Effective Field Theory (EFT) WIMP search analysis using LUX51

data. We build upon previous LUX analyses by extending the search window to include nuclear recoil52

energies up to ∼180 keVnr, requiring a reassessment of data quality cuts and background models.53

In order to use a binned Profile Likelihood statistical framework, the development of new analysis54

techniques to account for higher-energy backgrounds was required. With a 3.14×104 kg·day exposure55

using data collected between 2014 and 2016, we set 90% C.L. exclusion limits on non-relativistic EFT56

WIMP couplings to neutrons and protons, providing the most stringent constraints on a significant57

fraction of the possible EFT WIMP interactions. Additionally, we report world-leading exclusion58
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limits on inelastic EFT WIMP-nucleon recoils.59

I. INTRODUCTION60

Over the last century, an abundance of evidence sug-61

gests that non-baryonic, non-luminous “dark matter”62

comprises approximately 25% of the universe’s energy63

density [1–5]. A popular dark matter candidate has64

been the Weakly Interacting Massive Particle (WIMP)65

with masses between 10 GeV and several TeV [6]. How-66

ever, non-gravitational interactions with dark matter67

have never been definitively observed, despite many ded-68

icated experiments over the last several decades.69

In an attempt to detect dark matter, the Large Un-70

derground Xenon Experiment (LUX) collected data be-71

tween 2013 and 2016, while being hosted 4850 feet under-72

ground in the Davis Cavern at the Sanford Underground73

Research Facility (SURF) in Lead, South Dakota. The74

LUX detector was a dual-phase Time Projection Cham-75

ber (TPC) equipped with an active xenon mass of 250 kg76

to detect the possible interactions between WIMP dark77

matter and Standard Model nucleons. Liquid xenon is78

a promising target medium for dark matter searches, as79

they constitute dense, stable targets with well-developed80

purification techniques. LUX set world-leading limits in81

the mass range of O(GeV)-O(TeV) for Spin-Independent82

(SI) WIMP interactions and Spin-Dependent (SD) inter-83

actions with neutrons [7–10]. These results were con-84

firmed and improved upon by other Xe TPC-based ex-85

periments: XENON1T and PandaX [11, 12].86

In this paper, following theoretical work by Fitzpatrick87

et al. [13] and conventions set by Anand et al. [14], we88

extend prior analyses by utilizing a generalized Effec-89

tive Field Theory (EFT) approach going beyond simple90

SI and SD couplings, with the inclusion of momentum-91

dependent and velocity-dependent operators. All opera-92

tors in the WIMP-nucleon interaction, under momentum93

conservation and Galilean invariance, can be reduced to94

a basis of four Hermitian quantities:95

i
~q

mN
, ~v⊥ ≡ ~v +

~q

2µ
, ~Sχ, ~SN (1)

where ~q is the momentum transferred from the WIMP to96

the nucleus, mN is the nucleon mass, ~v⊥ is the component97

of the relative incoming velocity between the WIMP and98

the nucleon perpendicular to that momentum transfer,99

~Sχ is the spin of the WIMP, and ~SN the spin of the100

relevant nucleon.101

These quantities are combined into fifteen independent102
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and dimensionless EFT operators:103
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(2)

dividing each ~q by mN leaves each operator conve-104

niently dimensionless without compromising the opera-105

tor’s hermiticity. We neglect operator O2 in this analy-106

sis, as it cannot arise in non-relativistic scenarios. Each107

of these operators can in principle be coupled differently108

to protons versus neutrons (or equivalently, to isoscalars109

versus isovectors); therefore, we consider 28 different cou-110

plings in this analysis. In an actual experiment the dark111

matter would not couple to an individual nucleon, but112

to a composite nucleus. This leads to a series of nuclear113

responses that can vary by target isotope causing cer-114

tain targets to be better at probing certain operator cou-115

plings. Additionally, while the recoil energy spectrum for116

momentum-independent interactions peaks at zero en-117

ergy due to kinematics, momentum-dependent operators118

can have significant contributions at energies well above119

nuclear recoil energies of 100 keV, motivating analysis120

of a larger energy window than that used in other LUX121

analyses [7–10]. Figure 1 shows the differential rate spec-122

tra for each of the non-relativistic operators.123

A previous EFT analysis was conducted on LUX’s first124

WIMP search (WS) i.e. WS2013 [15], consisting of 95125

live-days of data collected in 2013. In our current analy-126

sis, however, we utilize the longer-duration WS2014–16:127

332 live-days collected between 2014 and 2016. We focus128

solely on WS2014–16 data, as the detector experienced129

significantly different data-collection conditions between130

the two science runs, as described in the following sec-131

tion. This creates different systematics and independent132

analysis frameworks between the two runs, making it dif-133

ficult to combine both science runs in a single analysis.134

While a typical WIMP search region is restricted to lower135

energies, such as ∼40 keVnr in LUX’s SI and SD anal-136
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FIG. 1. Differential event rates versus true nuclear recoil energy for the fourteen non-relativistic EFT operators. This example
is a 400 GeV WIMP. From left to right: ~Sχ-independent operators, ~Sχ-dependent operators, and ~Sχ-dependent operators that
arise only in interactions which do not involve exchange of a spin-0 or spin-1 mediator. Plots on the top row are WIMP-n rates,
while the bottom consists of WIMP-p spectra. Vertical dashed black lines correspond to the energy above which the detection
efficiency for the analyses presented here falls below 50% (see Fig. 3). For each spectrum, it is assumed that WIMPs only
interact with the relevant nucleon through a single operator with the coupling strength set to unity, ignoring the possibility of
interference between different operators.

yses [9, 10], this analysis extends the Region of Inter-137

est (ROI) to approximately 180 keVnr, corresponding to138

detected scintillation signals (S1) of up to 300 detected139

photons (phd). As reported in [15], the extension of the140

WIMP ROI leads to the inclusion of backgrounds con-141

sidered negligible in the traditional WIMP paradigm. In142

this work, we describe in detail the necessary steps to143

take these backgrounds into account.144

II. THE LUX EXPERIMENT145

As a two-phase TPC utilizing both liquid and gaseous146

Xe, LUX measures signals by extracting electrons and147

collecting light released by the Xe target after a recoil148

event. The initial interaction excites and ionizes elec-149

trons from multiple Xe atoms; some ionized electrons re-150

combine with Xe ions, producing additional scintillation151

light, while others are extracted to the gas layer by an152

applied electric field where they produce an electrolumi-153

nesence signal. Initial scintillation light production takes154

place on timescales of O(10 ns), while the electron drift155

takes 0–325 µs, creating two distinct signals: S1 and S2,156

respectively. LUX detected the emitted photons via 122157

photomultiplier tubes (PMTs) separated into two arrays158

at the top and bottom of the detector, with a photon de-159

tection efficiency of ∼10%. The hit-pattern of S2 light in160

the top PMT array provides {x,y} coordinate reconstruc-161

tion of the original event, while the drift time between the162

S1 and S2 signals provides information regarding event163

depth.164

It is important to note that the amount of primary and165

secondary scintillation light collected for a given event de-166

pends on the location in the detector in which the energy167

deposition occurred. Because of this, 83mKr dissolved in168

the LXe (providing a spatially uniform, effectively mo-169

noenergetic 41.5 keV electron recoil calibration) was used170

to construct S1 and S2 detection maps in order to cor-171

rect for the position-dependence in the observed S1 and172

S2 signals [16]. This allows us to take advantage of the173

following linear conversions:174

S1c = g1 · nγ ; S2c = g2 · ne, (3)

where S1c and S2c are the position-corrected S1 and S2175

signals, nγ and ne are the initial numbers of photons176

and electrons leaving the interaction site, and g1 and g2177

are the scintillation and electroluminescence gains, re-178

spectively. We note that while g1 is simply a geometric179

light collection efficiency multiplied by PMT quantum180

efficiency for the prompt scintillation light S1, g2 is a181

product of the efficiency to extract electrons from the182

liquid to gaseous xenon, photons produced per extracted183

electron in the gas layer, and the S2 photon detection184

efficiency in the gas [17].185

Discrimination between electronic recoil (ER) and nu-186

clear recoil (NR) interactions is possible in a dual-phase187

xenon TPC, as the total produced quanta, the ratio be-188

tween excited and ionized electrons for an energy de-189

position, as well as the recombination probability for190

ionized electrons, all differ between the two interaction191
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FIG. 2. A sample of single-scatter calibration events taken
near the end of WS2014–16 with drift times between 40-
105 µs. Cyan points correspond to the 3H β ER calibration;
blue points correspond to the 14C β ER calibration; red mark-
ers are events associated with the D-D NR calibration; and
black markers are 83mKr events. Each population consists
of a random selection of 20,000 events. The light blue solid
and dashed lines show the expected mean and 90% C.L. ER
response region, while red solid and dashed lines show the ex-
pected mean and 90% C.L. NR response from NEST v2.1.0.
The shaded red region shows the uncertainty in the NR ex-
pectation based on ex situ NR calibrations reported in the
literature (see Sec. IV).

types. However, discrimination is not 100% efficient, as192

ER events with a stochastically lower charge-to-light ra-193

tio can “leak” into the expected NR signal region in {S1,194

S2} space. As we expect WIMPs to primarily produce195

NR, it is paramount that we minimize ER leakage, while196

fully characterizing all backgrounds, in order to distin-197

guish a possible WIMP signal from them.198

To characterize the {S1, S2} response of LXe in LUX199

for both ER and NR interactions, LUX underwent peri-200

odic calibrations. For ER, tritiated methane (0–18.6 keV201

β decay) was injected into the detector several times202

over LUX’s lifetime, providing the LXe response for203

energies relevant to most typical lower-energy WIMP204

searches [18]. Additionally, at the end of LUX’s tenure205

in the Davis Cavern, a 14C calibration took place (0–206

156 keV β decay), allowing for characterization of the207

ER response out to much higher energies [19]. For NR,208

an external deuterium-deuterium (D-D) fusion neutron209

generator was used to provide in situ characterization210

of nuclear recoils between 0.7–74 keVnr [20]. We note211

here that a nuclear recoil with a given energy produces212

smaller S1 and S2 signals than an ER event of the same213

energy; this is due to the fraction of energy from a be-214

ing transferred to the electrons to produce ionized and215

excited atoms being smaller for NRs than ERs. Figure 2216

shows a sample of the {S1, S2} response for LUX’s cal-217

ibrations compared to expected ER and NR responses218

from simulation.219

Before WS2014–16, LUX underwent a grid condition-220

ing campaign to significantly increase the allowed applied221

drift field and extraction efficiency. However, this had the222

unintended consequence of creating a significant amount223

of trapped charge on the inner walls of the TPC, cre-224

ating a spatially-distorted and temporally-varying drift225

field, varying between 50-550 V/cm as function of time226

and position. 3-D electrostatic models of the built-up227

charge density were created using the COMSOL Multi-228

physics software [21], providing a spatial map of the elec-229

tric field configuration. Field and charge maps were up-230

dated monthly, which allows for a robust understanding231

of the temporal features of the applied drift field. More232

details are reported in Ref [22]. Additionally, WS2014–233

16 data were collected with temporally changing gain fac-234

tors, where g1 gradually decreased from 0.100±0.002 to235

0.097±0.001 phd/photon and g2 varied between 18.9±0.8236

and 19.7±0.2 phd/e− [9].237

III. DATA SELECTION238

For this analysis, data from WS2014–16 are used. De-239

spite the challenges from the temporally varying gain fac-240

tors (g1 and g2) and electric field distortions, WS2014–241

16 has been well-characterized by multiple analyses since242

LUX’s decommissioning [17, 22, 23]. As the EFT ROI243

is significantly larger in {S1, S2} space than in the SI244

and SD WIMP analyses, data quality cuts are crucial245

for removing backgrounds, including: events with poor246

position reconstruction; multiple scatters with merged247

S2 signals; events with gaseous xenon interactions classi-248

fied as the event’s S2; and events with an overabundance249

of non-S1 and non-S2 pulses such as single photons and250

electrons not associated with the observed S1 or S2. To251

minimize potential bias when creating these data quality252

cuts (described in more detail below), the WS2014–16253

data were “salted” with artificial WIMP-like events at254

early stages of the data-processing pipeline. Details of255

the salting procedure are described in Ref. [9]. These256

events are only removed from the data set after all data257

quality cuts and models (described in Sec. IV) had been258

finalized. Additionally, energy depositions from LUX’s259

83mKr calibrations fall into this extended-energy ROI.260

To combat the additional leakage from the regular high-261

statistics calibration injections, data acquisition corre-262

sponding to significant 83mKr contamination were omit-263

ted from this analysis. A similar exclusion was reported264

in Ref. [24], however, this resulted in a significant loss of265

live-time. To increase the exposure of this analysis while266

also maintaining low 83mKr activity, each exclusion pe-267

riod was reduced by 17 83mKr half-lives (31.1 hours). The268

final amount of exposure excluded was 20.8 live-days, re-269

sulting in a 311.2-day science run.270

To account for the temporal and spatial variation of271

the detector response, the WS2014–16 data are divided272

into four temporal bins, each further subdivided into four273

spatial bins corresponding to 65 µs windows of drift time.274

Selecting periods when the field configuration was ap-275

proximately static, we approximate each of the resulting276

16 bins as temporally static with near-uniform electric277
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field distribution. This results in negligible loss of ac-278

curacy for reproduction of light and charge yields. This279

same division of the data set into 16 date and drift bins280

was is further described in Refs. [9, 17, 22]. Bins near281

the bottom of the detector experienced weaker electric282

fields (50–100 V/cm), while the strongest fields were in283

the topmost portion of LXe (400–550 V/cm). The four284

temporal bins result in unequal live times: 43.9, 43.8,285

85.8, and 137.7 days. An illustration of the data divided286

into these 16 time and drift time bins is provided in Ap-287

pendix A.288

The fiducial volume is defined as the region for which289

the elcetron drift time (vertical coordinate) lies between290

40 and 300 µs and (in the radial dimension) the region291

that is greater than 3 cm inward from the TPC wall.292

The distorted electric field also caused the electron drift293

paths to bend significantly inward as the electrons drift294

from the interaction vertex to the liquid surface. This295

effect is strongest for events originating near the bottom296

of the TPC. As a result, near-wall events at the bottom297

of the TPC have more centralized S2 hit-patterns in the298

top PMT array than near-wall events at the top of the299

TPC. Effectively, this moves the observed wall position300

inward at the bottom of the TPC, requiring that the fidu-301

cial LXe target volume is reduced as a function of drift302

time. In temporal order, the resultant fiducial masses303

for each WS2014–16 date bin are: 105.4±5.3, 107.2±5.4,304

99.2±5.0, and 98.4±4.9 kg. These volumes are deter-305

mined by counting remaining 83mKr events after apply-306

ing fiducial cuts, and using the knowledge that the full307

TPC volume contains 250 kg of LXe. The total exposure308

used in this analysis therefore is 3.14×104 kg·days.309

To remove adverse events that are would be incorrectly310

classified as single scatters from the data set, a series of311

data quality cuts are applied. Events with an overabun-312

dance of pulses preceding or following either the S1 or313

S2 — such as single photons or single electrons emitted314

from the detector’s grids or delayed releases from impuri-315

ties [25] — were removed, as these events are more likely316

to have misidentified S1 or S2 signals. Cuts are applied317

based on the S1 PMT hit-patterns as well as the shape of318

the S1 pulse; these remove events where S1s may origi-319

nate from light leaking in from outside the TPC walls and320

misidentified S1s, respectively. For S2s, cuts are applied321

based on the pulse width and shape as a function of area322

and drift time. As bulk S2s are expected to be approx-323

imately Gaussian in shape [26], a cut on the goodness324

of a Gaussian fit to the pulse shape was implemented.325

The mean single-scatter selection efficiency of these cuts326

based on ER and NR calibration data and simulations327

is 96% between 0-300 phd, while the full NR detection328

efficiency is shown in Figure 3.329

Unmodeled backgrounds in and below the signal re-330

gion were reported in Ref [15]. There is a 5.6 cm gap331

between the cathode and the bottom PMT array; scintil-332

lation produced in this region is visible to the PMTs, but333

emitted electrons are carried downward (instead of up-334

ward to produce an S2 signal). If a γ-ray scatters in this335
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FIG. 3. Nuclear Recoil detection and selection efficiencies
based on calibration data and simulations. Red corresponds
to S1+S2 detection efficiency in the fiducial target without
any data selection cuts applied, while blue corresponds to
the mean detection efficiency in the EFT {S1, S2} ROI. The
black curve corresponds to the mean overall efficiency after
data quality cuts are applied, and the grey band signifies the
standard deviation of the efficiency due to differing temporal
and spatial detector conditions.

sub-cathode region in addition to the fiducial volume,336

both scatters contribute to the S1, while only the fidu-337

cial scatter produces S2 light. The result is a “γ − X”338

event with an S1–S2 ratio anomalously low for an ER339

event. Combined with the reduced recombination due to340

having the weakest electric fields at the bottom of the341

fiducial region, these events could significantly increase342

the leakage of ER events into the NR signal region.343

γ − X events pose a unique challenge because they344

can appear as typical single scatters. Any hints of their345

anomalous behavior could in principle be captured in the346

S1 signal. However, due to the timescales at which light347

collection takes place (O(10 ns)) being longer than tran-348

sit time between scatters (typically less than 1 ns), these349

S1s are not separable from single scatters using simple350

shape cuts, such as those described above. Instead, a351

six-dimensional parameter space is utilized, with the in-352

tent of using a Boosted Decision Tree (BDT) machine353

learning event classifier to identify and remove γ−X-like354

events. BDTs are becoming more commonly used in par-355

ticle physics analyses, and they provide an efficient way356

to draw distinctions between two populations in higher-357

dimensionality phase spaces [26, 27]. The six features358

used are: S1c; S2c; electron drift time; the mean size359

of the hit pattern in the bottom PMT array, or “clus-360

ter” size; the fraction of the total S1 light detected by361

the PMT registering the largest contribution to the S1;362

and the ratio of collected scintillation light in the top363

and bottom PMT arrays. By utilizing information from364

S1 hit-patterns in the bottom PMT array with position365

reconstruction information from the S2, we hope to sep-366

arate γ − X events from true single scatters. To train367

the γ−X classifier, a model was made by characterizing368

double-scattering events near the cathode but using sim-369

ulation to extrapolate these double scatters into γ − X370

events with a sub-cathode energy deposit. More details371

of the γ −X model are discussed in Sec IV.372
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FIG. 4. Left: Spatial distribution of the background data.
Red markers correspond to events removed by the BDT γ−X
cut. Center: Histograms of events as a function of detec-
tor depth. Blue corresponds to all events, while red corre-
sponds to the events removed with application of the BDT
cut. Right: Efficiency as a function of event depth. While
the efficiency is the poorest near the bottom of the detector,
the background data are mostly concentrated near the top,
resulting in a 99.2% overall efficiency from the BDT cut for
the background data.

The cut using the trained BDT rejects 89.2% of simu-373

lated γ−X events, while only removing 1.7% of simulated374

single scatters, reducing our signal detection efficiency to375

94.4%. The efficiency is highly position-dependent, with376

100% efficiency throughout most of the volume, but the377

largest loss of efficiency in the bottom-most 20% of the378

fiducial target (near 50% at the poorest). Figure 4 details379

the γ −X cut efficiency in the background data.380

IV. MODELING381

Using the Profile Likelihood Ratio (PLR) construction382

(described in Sec. V), we use statistical inference to quan-383

tify the level of sensitivity of our detector to identify or384

constrain the possibility of WIMPs interacting under a385

given EFT operator. A likelihood ratio test provides a386

strong statistical framework when dealing with higher-387

dimensionality parameter space, and it requires a good388

model of both the null and alternative hypotheses to be389

valid. In this section, we describe the construction of each390

of the models used in the PLR framework. We identified391

and constructed five-dimensional models (S1c, S2c, ra-392

dius, drift time (d), and azimuthal angle (φ) about the393

TPC’s central axis) for the sources that could lead to394

events in our ROI: EFT WIMPs; ER single scatters; re-395

maining 83mKr after the calibration injections; degraded396

events and ion recoils from the TPC walls; γ − X; and397

accidental coincidences of unrelated S1-only or S2-only398

events. After separation of the data into the 16 date399

and drift time bins, we make the assumption that the400

field variation in each drift time bin has minimal im-401

pact on the S1 and S2 distributions. Accordingly, we402

make the simplification of separating the spatial and en-403

ergetic components of most models, resulting in Probabil-404

ity Density Functions (PDFs) that are the direct product405

of two (S1c and S2c) and three (r, φ, and d) dimensions.406

However, the model for degraded wall events and ions has407

no such separation as the energy and spatial observables408

are highly correlated even after separation into 16 drift409

time bins (see Sec. IV D).410

A. Signal Modeling411

Signal spectra are obtained using the Mathematica412

package developed by Anand et al. [14]. This gives the413

differential rate of nuclear recoils per recoil energy, ER:414

dR

dER
= NT

ρ0m
2
N

2πmχmA

∫
v>vmin

f(~v)

v
|M|2 d3v, (4)

where NT is the number of target nuclei, ρ0 is the lo-415

cal dark matter density, mχ is the mass of a WIMP,416

mA is the target nucleus mass, and f(~v) is the galac-417

tic WIMP velocity distribution for which we assume a418

Maxwell-Boltzmann distribution following the Standard419

Halo Model: characteristic velocity v0 = 220 km/s and420

escape velocity vesc = 544 km/s. The spin-averaged421

matrix element |M|2 is calculated via a combination of422

WIMP velocity and momentum-transfer dependent form423

factors F
(N,N ′)
ij

(
v2, q2

)
presented in Appendix A.2 of424

[13], scaled based on the value of the EFT coupling con-425

stants c
(N)
i :426

1

2jχ + 1

1

2j + 1

∑
spins

|M|2 ≡

m2
A

m2
N

15∑
i,j=1

∑
N,N ′=p,n

c
(N)
i c

(N ′)
j F

(N,N ′)
ij

(
v2, q2

)
,

(5)

where j and jχ are the spins of the nucleus and WIMP,427

respectively. Note that this representation of the ampli-428

tude differs from Ref [13] by a factor of (4mχmN )2, ac-429

counting for the different normalization conventions and430

dimensionality of the ci used in the Mathematica pack-431

age [14]. The form factors are also affected by differing432

conventions and are scaled to account for this1. Putting433

equations 4 and 5 together, the differential rate spectrum434

becomes435

dR

dER
= NT

ρ0mA

2πmχ

∫
v>vmin

[
f(v)

v

·
∑
i,j

∑
N,N ′=n,p

cNi c
N ′

j F
(N,N ′)
i,j

(
v2, q2

)
dv

]
.

(6)

1 Specifically, factors of factors of ~q have been normalized by fac-
tors of mN , similar to the normalization used in Equations 1 and
2.
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Note that one can just as easily use isoscalars and436

isovectors in place of the p and n for the proton and neu-437

tron. This is also a valid approach, and has been done438

in analyses by several other experiments as it allows for439

direct comparisons between experiments with different440

target compositions [28–30]. However, the {n,p} basis is441

used in this analysis, as it provides a more natural rep-442

resentation of the physical interactions that this analysis443

attempts to identify or constrain. Additionally, due to444

the presence of two couplings in each term, the possibil-445

ity for destructive interference exists. For this analysis,446

we ignore the possibility of interference and make the as-447

sumption that one coupling is dominant over all others.448

As such, the signal spectra that we obtain are the result449

of setting all but one of the couplings c
(N)
i to 0. The450

resulting differential event rate scales linearly with the451

remaining non-zero coupling c
(N)2

i :452

dR

dER
= NT

ρ0mA

2πmχ

∫
v>vmin

f(v)

v
c
(N)2

i F
(N,N)
i,i

(
v2, q2

)
dv, (7)

Due to the linear relation between differential rate and453

c
(N)2

i , the spectrum for any value of the coupling constant454

can be easily determined by calculating the c
(N)2

i = m−2v455

case and then scaling appropriately. We use the bench-456

mark valuem−2v , wheremv = 246.2 GeV and is the Higg’s457

vacuum expectation value, as this is the chosen scaling458

factor used internally by [14].459

To generate the detector response to the resultant nu-460

clear recoil energy spectra, a recent release of the Noble461

Element Simulation Technique (NEST v2.1.0) was uti-462

lized [31], chosen prior to unsalting. An empirical fit to463

all existing nuclear recoil data in LXe, NEST provides464

precise light and charge yields resulting from an energy465

deposition. While the D-D NR calibrations characterize466

the detector response out to 74 keVnr (∼150 phd), NEST467

allows for extrapolation to higher energies using reported468

yields in the literature extending to 330 keVnr from other469

sources such as AmBe [32]. This provides an understand-470

ing of the signal region beyond where the detector NR471

response was directly calibrated. Uncertainty in the sig-472

nal region for energies beyond the in situ D-D calibration473

was calculated by allowing the NEST v2.1.0 NR model474

(largely unchanged between versions 2.0.1 through 2.2) to475

fluctuate within the uncertainties for the total reported476

quanta of the highest energy data used to fit the model;477

for 300 phd S1s, the resultant uncertainty of the location478

of the NR band mean in S2-space is approximately 7.5%,479

corresponding to a change in S2 size of roughly 540 phd.480

Ultimately, the NR band is sufficiently far from the ER481

band in any scenario to make this difference negligible.482

Recoil spectra for different operator-mass combina-483

tions are simulated using the LUX Legacy Analysis484

Monte Carlo Application (LLAMA) [17]. LLAMA485

uses spatial and temporal interpolation between the 16486

approximately-static WS2014–16 drift time bins, utiliz-487

ing the NR response from NESTv2.1.0 and the three-488

dimensional field maps described in Ref. [22]. Signal489

spectra are generated homogeneously throughout the de-490

tector.491

Generation of the inelastic EFT WIMP-nucleon signal492

models used recoil spectra from a modified version of the493

Anand et al. Mathematica package developed by Barello494

et al. [33]. This version introduces an additional energy495

conservation requirement,496

δm + ~v · ~q +
| ~q|2

2µN
= 0, (8)

where δm is the mass splitting term between the incoming497

and outgoing WIMP (δm = mχ2– mχ1). This require-498

ment is included into our basis of Hermition quantities499

by an additional term in the perpendicular velocity pro-500

portional to δm,501

~v⊥inel ≡ ~v +
~q

2µ
+
δm
|~q|2

~q = v⊥ +
δm
|~q|2

~q. (9)

Signal models with a range of δm from 0–200 keV were502

generated for all operators in the isoscalar basis using a503

WIMP mass of 1 TeV/c2. Other parameters, including504

astrophysical and nuclear, remain unaltered from those505

used for the elastic signal models, and the same procedure506

was applied.507

B. Standard ER Backgrounds508

We expect the overwhelming majority of backgrounds509

to originate from ER-producing contaminants within the510

LXe, namely 222Rn and 220Rn and their charged daugh-511

ter isotopes plating-out on the detector surfaces, as well512

as decays from radioisotopes in the detector components.513

Decays from the detector components are mostly isotopes514

originating from 238U, 232Th, 60Co, and 40K, producing515

β, γ, and α radiation at a wide range of energies. A ded-516

icated modeling campaign for reproducing the LXe ER517

response in LUX was reported in Ref. [17]. To summa-518

rize, utilization and tuning of NEST ER response models519

allowed for accurate characterization of the temporal and520

spatial features of the WS2014–16 detector, and precise521

reproduction of all available LUX 14C and CH3T ER cal-522

ibration data. While NEST is a global fit to xenon light523

and charge yields, this LUX-specific version allows for ef-524

ficient creation of high-statistics LUX ER simulated data525

for all 16 WS2014–16 drift and date bins for all relevant526

energies.527

Assays of LUX components provide initial expectations528

for the expected radioactivity from the detector leading529

to ER backgrounds. However, due to uncertainties in the530

assay measurements and the modeled response of each531

detector component and their geometries, the simulated532

energy depositions from each contributing detector com-533

ponent and radiogenic source was fit to high-energy data,534

including multiply-scattering events, allowing for effec-535

tive activities from each source. Data below 80 keV were536

excluded when fitting the effective activities. LXe light537

and charge responses for each source were then simulated538
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using the LUX-specific version of NESTv2.1.0, providing539

S1c and S2c distributions for each expected ER source.540

C. The 83mKr Model541

83mKr was injected into the TPC on a weekly basis to542

ensure proper position corrections. This source decays543

in two transitions: 32.1 keV followed by 9.4 keV. Most544

often, these de-excitations occur via internal conversion545

electrons or Auger electrons. The time between the two546

emissions ranges from O(10 ns) to O(1 µs), and those547

on shorter timescales appear as 41.5 keV single scatters,548

having only a single detectable S1 and S2. These quasi-549

monoenergetic depositions are of high enough energy to550

be cut from a typical momentum-independent analysis,551

leading to no loss of exposure time. However, in an analy-552

sis reaching to higher energies, 83mKr events can interfere553

with the signal region.554

As a high-statistics monoenergetic peak, 83mKr yields555

are observed with wide recombination fluctuations in the556

S2
S1 ratio, resulting in events near the NR signal region557

at energies where most other ER backgrounds are well-558

discriminated (see Fig. 2). Additionally, this proximity559

of 83mKr events to the signal region worsens for weaker560

fields, as the ER and NR bands are less separated than at561

stronger electric fields. As stated in the Sec. III, 20.8 live-562

days were excluded from WS2014–16 that correspond to563

periods of significant 83mKr contamination in order to564

omit most of these events from this analysis.565

Despite this, some 83mKr events are expected in the566

data set; 83mKr has a 1.83 hour half-life, resulting in567

lingering decays after the injections end. Therefore, a568

robust characterization of these events was required. For569

this, the remaining 83mKr data excluded from the final570

search data were used to construct a model for these571

events. The expected number of events was calculated572

by measuring the rate of 83mKr events at the end of each573

data exclusion period and extrapolating using the known574

half-life.575

D. The Wall Model576

Similarly to previous LUX analyses [9, 34], we con-577

struct a model characterizing energy depositions in close578

proximity to the inner TPC walls. The electron extrac-579

tion efficiency near the walls is poorer than in the bulk580

LXe, resulting in degraded S2 signals. Additionally, nu-581

clear recoils from 206Pb (a daughter of 210Po α-decay) on582

the inner TPC walls leads to events with naturally low S2
S1583

ratios compared to ER backgrounds, resulting in a popu-584

lation of events well-below the signal region in {S1c,S2c}585

space.586

As mentioned briefly at the beginning of this section,587

the reconstructed position of the detector wall depends588

on the drift time d, azimuthal angle φ, and acquisition589

time [22] due to the radial field. We observed that the590

reconstructed position of the events fluctuates around the591

position of the wall according to a Gaussian distribution592

with width proportional to 1/
√
S2raw [35]. Therefore,593

the wall events have a larger uncertainty for the same594

deposited energy due to the smaller S2 size, allowing for595

a fraction of these events to appear within the fiducial596

volume.597

To characterize this background, we selected WS2014–598

16 events with reconstructed positions beyond the mea-599

sured position of the TPC wall, counting the number of600

events for a specific bin in drift time, azimuth, and acqui-601

sition time, as the fluctuations in reconstructed position602

about the wall should be equal both inside and outside603

the wall position. Integrating the tail of this empirical fit604

provides an understanding of the expected number of wall605

events that leak into the fiducial volume. Since this leak-606

age depends heavily on the observed S2 size, the energy607

and spatial PDFs are significantly correlated, making the608

wall model a true five-dimensional PDF.609

E. The γ −X model610

As described in Sec. III, we consider the possibility of611

multiply-scattering γ-rays with only a single detectable612

ionization signal due to one or more sub-cathode energy613

depositions: γ −X. With only a single S2, these events614

appear as single scatters, as the individual energy deposi-615

tions occur at short-enough timescales where the primary616

scintillation from each interaction blends into a single S1617

signal. However, the detected S2 corresponds to only618

a fraction of the recoil energy that corresponds to the619

S1. This creates the possibility of ER events having ob-620

served S2
S1 ratios similar to nuclear recoils. These events621

would be observed near the bottom of the fiducial vol-622

ume, where the electric field values are the weakest and623

the ER/NR discrimination is the poorest, creating the624

possibility of excessive ER leakage.625

The volume of LXe between the cathode and bottom626

PMT array is referred to as the “Reverse Field Region”627

(RFR), where the mean applied electric field is anti-628

parallel to the above-cathode region, causing electrons to629

drift downwards away from the extraction region. Gam-630

mas coming from radiogenic impurities in the bottom631

PMT array and RFR TPC walls – namely 238U, 232Th,632

60Co, 40K and their daughters – may deposit energy in633

the RFR before scattering in the fiducial target. Addi-634

tionally, back-scattering events originating from the cath-635

ode grid wires can also contribute to the γ−X rate. The636

RFR field magnitude is of O(1 kV/cm), which results637

in significantly lower light yields for a given energy de-638

position compared to the bottom of fiducial volume: a639

reduction to 75% for 50 keV γ-rays [31]. This results640

in higher-energy γ-rays (which are more likely to tra-641

verse a significant portion of the RFR xenon) producing642

S1s below our 300 phd threshold that would normally643

be excluded if that interaction occurred in the bulk LXe.644

These events become more likely as the search window645
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extends to higher energies, as multiply-scattering γ back-646

grounds become more prevalent. Therefore, characteriz-647

ing and modeling these events becomes necessary for an648

analysis with an extended-energy ROI.649

Because γ − X events appear superficially as normal650

single scatters, we are unable to obtain a data set of651

known γ − X events. However, the presence of double-652

scatter events near the cathode provides information on653

multiply-scattering γ-rays near the RFR. We selected a654

set of double-scatter events that had: at least 3 cm of655

vertical separation between the two reconstructed inter-656

action locations; S1c less than 300 phd; the lower-most657

S2 within 4 cm of the cathode; and the top-most energy658

deposit within the fiducial radius. The distance between659

the cathode and the fiducial volume is approximately 3660

cm, thus the first condition reproduces the minimum ver-661

tex separation for γ−X events that may pass other data662

quality cuts. The remaining criteria allow for selection663

of events with uppermost S2s similar to single scatters664

in the background data (as those would be the observed665

S2s for γ − X events). Seventeen of these “near-miss”666

double-scatters were found in WS2014–16, and a model667

was created that replicated the behavior of these near-668

miss events using the LUX-specific NEST framework. By669

translating this model 4 cm downwards, guaranteeing the670

first simulated scatter to be sub-cathode, we were able671

to generate simulated γ −X events based on LUX data.672

Additionally, this model was used to train the BDT de-673

scribed in Sec. III in an attempt to remove most γ −X674

events in the data. While characterizing the rate of ex-675

pected γ − X events proves challenging, we make the676

assumption that it should be similar to the rate of near-677

miss double-scatter events. Taking the efficiency of the678

BDT cut into account with respect to simulated γ −X,679

we therefore expect O(1) γ −X events.680

F. Accidental Coincidences681

Lastly, we take into consideration the coincidental pair-682

ing of unrelated S1-only and S2-only events, forming an683

“accidental” single scatter (such as those reported in684

Ref. [36]). To understand the rate at which to expect685

these events and their appearance in phase space, LUX686

data were filtered to obtain two sets of data: events with687

only one observed S1 and no S2, and events with only one688

S2 and no S1. The S1-only and S2-only rates and spec-689

tra were input into a Monte Carlo generator, and random690

pairing of S1s and S2s provided a model to characterize691

these events.692

It is possible to have energetic S1-only and S2-only693

events due to energy depositions in regions of poor light694

collection and charge extraction efficiencies; however, the695

most common S1-only and S2-only events consist of only696

a handful of photons or electrons, respectively. The ac-697

cidental pairing of these pulses can produce a false event698

mimicking a lower-energy single scatter, falling in the699

region of phase space where the expected WIMP recoil700

rate is the most probable. Using the S1-only and S2-only701

event rates, we are able to calculate an expectation for702

accidental coincidence events. However, the data qual-703

ity cuts described in Sec. III reduce the expected rate of704

these events in the ROI considerably, and we expect less705

than a single accidental event for the exposure in this706

analysis.707

V. STATISTICAL METHODOLOGY708

In setting constraints on the coupling constant for a709

given mass-operator combination, we use hypothesis test710

inversion to determine a 2-sided frequentist confidence711

interval via the Neyman Construction [37]. This involves712

performing a series of hypothesis tests where the null hy-713

pothesis (H0) is our model with the Parameter Of Inter-714

est (POI), µ, fixed at a given value, and the alternative715

hypothesis (H1) is allowed to float to all real values:716

H0 :µ = µ0

H1 :µ 6= µ0
(10)

Here, µ is simply the number of WIMP-nucleon scatters717

we expect to observe for a given model. The values of718

the POI corresponding to hypothesis tests whose p-value719

is greater than the significance α = 0.1 form the 90%720

confidence interval on the POI for each signal model.721

Our test statistic for these hypothesis tests is the Pro-722

file Likelihood Ratio (PLR). More specifically, we use the723

negative log likelihood, q = −2 ln(λ), where λ is the ac-724

tual PLR:725

λ( ~X) =
LP
(

(µ0,
ˆ̂θ)
∣∣∣ ~X)

LP
(

(µ̂, θ̂)
∣∣∣ ~X) . (11)

Here, P denotes that this likelihood has been modified726

by the presence of a profile. µ0 is just the fixed POI,727

and the terms with hats are allowed to float to maximize728

the value of the profiled likelihood LP . The double hat ˆ̂θ729

indicates that the values of the nuisance parameters, θ,730

that maximize the likelihood in the case of µ = µ0 are731

not in general the same values that maximize it when µ732

is left to float. ~X represents the data set used to compare733

against the model.734

For this analysis we use the extended unbinned likeli-735
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hood as follows:736

L
((
µ, ~θ
)∣∣∣ ~X) = Pois (nobs;nexp)

·
∏
~xi∈ ~X

[
nsigRsig,ti,ziPsig,ti,zi

(
~Oi
)

+
∑
bj

nbjRbj ,ti,ziPbj ,ti,zi
(
~Oi
)

+nwallRwall,ti,ziPwall,ti,zi

(
~Oi
)]

·
∏
θi∈~θ

Pi (θi)

(12)

Here nobs is the number of events contained in the737

data set, ~X; nexp = nsig +
∑
bi
nbi + nwall is the num-738

ber of events expected by the model with bi indicat-739

ing one of our background models; and ~xi is a given740

data point in the set ~X. Each data point ~xi contains741

the set of 5 observables: {r, d, φ, S1c, and S2c} ≡ ~O742

along with the analysis bin in which it was measured:743

{date bin(t),drift time bin(z)}. nsig is the number of sig-744

nal events expected, and is used as a stand-in for our POI745

as we have not included any nuisance parameters that746

affect detector thresholds in this analysis, thus nsig is a747

function purely of c
(N)2

i . nbi is similarly the number of748

expected events from background source bi, and the same749

is true of nwall. Rsource, ti, zi is the fraction of the total750

number of expected events for that source that are ex-751

pected to occur in the bin (date bin = ti,drift time bin =752

zi). Likewise, Psource, ti, zi

(
~Oi
)

is the Probability Den-753

sity Function (PDF) modeled for the given source in the754

given date bin and drift time bin. The final line in equa-755

tion 12 is the profile term. θi is a given nuisance parame-756

ter, and Pi(θi) is the PDF describing the profile for that757

nuisance parameter. In principle, the profiles of multiple758

nuisance parameters could be correlated, but this was759

determined to have minimal effect and was not imple-760

mented. The set of nuisance parameters ~θ used in this761

analysis is simply the number of expected events for each762

different background source nbi .763

We explicitly separate the wall model from the other764

backgrounds in Eqn. 12 because its implementation in765

our software differs significantly from the others. As766

mentioned in Sec. IV, the spatial observables {r, d, φ}767

were determined to be sufficiently independent of the cor-768

rected energy observables, {S1c, S2c}, once the detector769

was split up into its date bins and drift time bins. This770

allowed for the implementation of the 5-dimensional PDF771

to be split into the direct product772

Psource,ti,zi

(
~Oi
)
≡ Psource,ti,zi (ri, di, φi)

·Psource,ti,zi (S1c,i, S2c,i)
(13)

However, in the case of the wall model, this split is not773

feasible: the location of the wall as seen by the top PMT774

array depends significantly on d and φ, while the recon-775

structed distance from the wall depends strongly on S2c.776

Therefore, the PDFs for the wall model remain fully 5-777

dimensional.778

We found that our data sets do not lie in the asymp-779

totic regime, and therefore unfortunately cannot make780

use of the asymptotic formulae that would greatly reduce781

the computation necessary for performing each hypoth-782

esis test [38]. Instead, we rely on comparing our test783

statistic to that of a collection of Monte Carlo psuedo-784

experiments simulated based on our models. Test statis-785

tic distributions are evaluated using a custom-built PLR786

framework utilizing RooFit [39] that has been optimized787

for the rapid computation of psuedoexperiments in our788

5-dimensional regime.789

VI. RESULTS790

Figure 5 shows the final WS2014–16 data used in this791

analysis, with the events used in the PLR framework792

highlighting the behavior of the different background793

models. The max ROI is the region of {S1c, S2c} space794

that includes at least 90% of the expected differential rate795

from each signal model. The initial constraints and final796

fits for each nuisance parameter are shown in Table I,797

where fit values are for the background-only scenario. We798

set a 2-sided frequentist confidence interval on the value799

of c
(N)2

i using the method discussed in Sec. V at a 90%800

confidence level (α = 0.1). We do this for all operators,801

selecting values for the WIMP mass ranging from 10 GeV802

to 4 TeV. Upper-limits are shown in Fig. 6 and Fig. 7803

for WIMP-neutron and WIMP-proton interactions, re-804

spectively. We explicitly note here that the c
(N)
i have805

dimensionality of [mass]−2 as the conventions of Ref. [14]806

use a dimensionless operator representation and normal-807

ize spinors to unity, which differs from the representation808

used in Ref. [13]. Consequently, results are scaled by a809

factor of m2
v in order to report dimensionless values sim-810

ilar to the results reported in Ref. [29] for convenience.811

Figures 6 and 7 additionally show the available compar-812

isons with the upper-limits from the 1.4×104 kg·day ex-813

posure results using LUX WS2013 data [15].814

Our data set shows consistency with our background815

models, resulting in p-values between 0.14 and 0.50816

for the 28 operator/nucleon combinations at 50 GeV817

mass, with a median p-value of 0.28. Additionally,818

Kolmogorov-Smirnov tests for each of the five observ-819

ables – S1c, S2c, r, d, and φ – compared to the back-820

ground model PDFs return p-values: 0.39, 0.24, 0.60,821

0.43, and 0.81, respectively. However, due to the pres-822

ence of observed data in regions of phase space where our823

background models and signal models overlap, the upper-824

limits on the number of WIMP scatters are greater than825

the expectation for certain signal models. These data826

include low-energy accidental-like events, a handful of827

γ−X-like events near the bottom of the fiducial volume,828

and 83mKr events from the lowest drift time bin. While829
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FIG. 5. The final unsalted WS2014–16 data used in this anal-
ysis. Black markers indicate that the event was outside the
final ROI used by the PLR. The remaining data are colored
to indicate the values of a given model PDF at that point in
phase space. Data can have multi-colored markers, indicat-
ing that our expected background models overlap in certain
regions of phase space. Note that all 16 drift time bins are
merged in this plot, and the red solid and dashed lines rep-
resent the mean and 90% C.L. expected NR signal response
averaged over the 16 drift time bins. Top: Distribution of
events in {S1, S2} space. Bottom: Spatial distribution of
final events using radii as seen by the top PMT array and
electron drift time. Note that the spatial distribution is not
constant as a function of φ.

these events are included in our background model, un-830

certainties in their expected rates leads to allowed signal831

events from several EFT WIMP models. This results in832

weaker sensitivity limits for several combinations of op-833

erator and mass when compared to the background-only834

expectation. Most operators remain within 2σ of our ex-835

pectation, with the exception of O13 and O15, which dif-836

fer from the expected sensitivity by as much as 2.8σ. This837

is understood by referencing Fig. 1; the operator models838

that produce our weakest limits are those with the lowest839

expected differential rate at both the highest and lowest840

energies in our ROI and are relatively flat at intermediate841

energies (see O3, O13, and O15 and compare to Figures 6842

and 7). When compared to our data (Figure 5), the843

events that are not inconsistent with the signal models844

follow this trend, where most of our observed background845

leakage occurs at the intermediate energies of our ROI.846

TABLE I. The nuisance parameters used in the PLR frame-
work, along with their initial constraints and fit values.

Parameter Constraint Fit Value
Standard ER 1498.0±187.5 1495.1±51.2

Wall-based Backgrounds 11.3±2.8 12.8±2.2
γ −X 3.4±2.5 5.2±2.0
83mKr 5.2±1.5 4.8±1.3

Accidental Coincidence 0.41+0.43
−0.41 0.51±0.39

Figure 9 in Appendix A shows the data separated into847

the individual 16 drift and date bins, providing a quali-848

tative characterization of the ER encroachment upon the849

signal region.850

Despite the resultant limits being slightly poorer than851

our expectation, these are leading limits for several op-852

erators in various regions of parameter space using the853

{n,p} basis, as opposed to {isoscalar,isovector}. Other854

reported {n,p} limits in the literature were set using sig-855

nificantly less exposure than this analysis [15, 40]. Re-856

cent competitive analyses report their results using the857

{isoscalar,isovector} basis, such as XENON100, DEAP-858

3600, and PandaX-II [28–30], which prohibits direct com-859

parison. However, we note that for xenon targets, the860

expected event rates for WIMP-n interactions are typi-861

cally larger than that for WIMP-p interactions, but the862

isoscalar formulation splits the differences between these.863

Our WIMP-p limits are competitive (and sometimes864

more sensitive) than the isoscalar limits in Refs. [28, 29],865

indicating new exclusion of EFT WIMP parameter space,866

regardless of the chosen basis.867

We also report the WS2014–16 inelastic scattering868

sensitivity limits excluding new EFT WIMP parameter869

space using the isoscalar basis. Figure 8 shows the in-870

elastic EFT WIMP-nucleon isoscalar limits as a func-871

tion of δm for a fixed WIMP mass of 1 TeV compared872

to the previous limits set by XENON100 [29]. At this873

mass we show similar limits to XENON100 despite using874

a larger exposure. This is due to overlap between our875

background models and signal models at higher energies;876

as we expect an increased amount of background in the877

signal region compared to traditional SI WIMP searches878

(due to γ −X and 83mKr contamination), our expected879

upper-limits increase, reducing the impact of the larger880

exposure. Despite this, our 1 TeV inelastic limits are881

competitive with XENON100, and in some cases more882

sensitive. This effect is more severe for higher energies883

where the overlap between background and signal models884

is the largest; smaller mass WIMP models are not signif-885

icantly effected by this reduction of sensitivity, however,886

we show the 1 TeV examples for the purpose of compar-887

ing to the existing XENON100 limits.888

VII. SUMMARY889

We have expanded and improved the LUX background890

models to allow for characterization of data at energies891
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FIG. 6. The LUX WS2014–16 90% C.L. sensitivity limits for WIMP-neutron dimensionless couplings for each of the fourteen
non-relativistic EFT operators. Solid black lines show the limit, while dashed black indicate the expectation, with green and
yellow bands indicating the 1σ and 2σ sensitivity expectations, respectively. Each plot uses mass values of 10, 12, 14, 17, 21,
33, 50, 100, 200, 400, 1000, and 4000 GeV, except for Operators 12 and 14, which begin at 12 and 21 GeV, respectively. Red
lines show the upper-limits from the WS2013 analysis [15].

much higher than a traditional WIMP search. These892

backgrounds include novel characterization of multiply-893

scattering γ − X events disguised as single scatters, as894

well as the inclusion of 83mKr decays in our background895

model. Utilization of the Noble Element Simulation896

Technique allowed for efficient modeling of the ER and897

NR LXe response, independently for each of the 16 time898

and drift time bins of WS2014–16 data. Additionally,899

NEST allows us to extrapolate the NR LXe response to900

higher energies than measured with in situ calibrations,901

after accounting for the uncertainties in all of the light902

and charge yield measurements combined from beyond903

LUX.904

We set exclusion limits for the 28 combinations of EFT905

operator and atomic nucleon in the {n, p} basis. While906

we consider this basis to be more physically intuitive,907

it does not allow for direct comparison with recent EFT908

WIMP sensitivity limits in the {isoscalar,isovector} basis.909

We also report the results of inelastic WIMP-nucleon910

scattering with respect to isoscalar nucleons at 1 TeV and911

compare to those reported by the XENON100 Collabo-912

ration [29].913
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Appendix A: Illustration of Data Separation by959

Time and drift time bin960

We present in this appendix the full WS2014–16 data961

used in this analysis, separated into the 16 drift time bins:962

four temporal bins, each subdivided to correspond to a963

65 µs window of drift time. The livetimes for each tempo-964

ral bin are: 43.9, 43.8, 85.8, and 137.7 days, respectively.965

Figure 9 illustrates the data compared to the relevant ER966

and NR simulated responses; bands represent 90% C.L.967

about the mean response. Despite the exclusion of ex-968

posures associated with the 83mKr calibration injections,969
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FIG. 8. The LUX WS2014–16 90% C.L. sensitivity limits for isoscalar WIMP-nucleon dimensionless couplings for each of the
fourteen non-relativistic EFT operators and a fixed WIMP mass of 1 TeV. Solid black lines show the limit, while dashed black
indicate the expectation, with green and yellow bands indicating the 1σ and 2σ sensitivity expectations, respectively. Each
plot uses δm values of 0, 50, 100, 150, and 200 keV. Blue lines show limits from XENON100 [29].
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FIG. 9. The WS2014–16 data divided into the 16 drift time bins: four temporal bins of unequal livetime subdivided further
into four spatial bins. Blue bands represent the mean and 90% C.L. ER response, while red illustrates the mean and 90% C.L.
NR response. 20.8 live-days of data corresponding to significant 83mKr contamination have been removed from this data set,
however, remaining 83mKr events can be seen encroaching upon the signal region at higher energies.
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