
Advancing Campus Research:
Partnering with Campuses on HTC 
and HTC Facilitation

HTCondor Week 2021



HTC Services for Campuses
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• Build ‘Local’ HTC Capacity with
• Support Your Researchers to Use OSG
• NOW! (via OSG Connect)
• Local access points 

• HTC Facilitation Training
• Share Local Resources via OSG

All “FREE” and OPEN, with Facilitation for Campuses
email support@opensciencgrid.org to discuss

mailto:support@opensciencgrid.org


https://path-cc.io/



Build Local HTC Capacity
with
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• Personalized Consulting on:
• Your Campus HTC Plan
• HTCondor Implementation and System Configuration
• regular meetings with HTCondor staff
• access to all other CHTC experts (sys admins, facilitators, etc.)

• Ongoing Support and Community
• HTCondor Team: htcondor-admin@cs.wisc.edu
• User Community Support: htcondor-users@cs.wisc.edu
• HTCondor Community Meetings: 

https://research.cs.wisc.edu/htcondor/past_condor_weeks.html

mailto:htcondor-admin@cs.wisc.edu
mailto:htcondor-users@cs.wisc.edu
https://research.cs.wisc.edu/htcondor/past_condor_weeks.html
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Hear about GWU’s ‘local’ 
plan later this morning!
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mailto:htcondor-users@cs.wisc.edu
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• Build ‘Local’ HTC Capacity with
• Support Your Researchers to Use OSG
• NOW! (via OSG Connect)
• Local access points 

• HTC Facilitation Training
• Share Local Resources via OSG

All “FREE” and OPEN, with Facilitation for Campuses
email support@opensciencgrid.org to discuss

mailto:support@opensciencgrid.org


For individual researchers: 
OSG Connect

FREE access to dHTC/HTCondor and Facilitation, 
on OSG’s Open Science Pool via an OSG-supported access point
• osgconnect.net > “Sign Up”
• available to individuals and projects affiliated with U.S. 

academic, government, or non-profit institution
• includes:
• obligate initial consultation with an 

OSG Research Computing Facilitator
• online documentation and examples
• access to OSG’s central software modules
• (roughly) unlimited scratch; space for staging large 

input (Stash) w/ caching across OSG
7



For individual researchers: 
OSG Connect

FREE access to dHTC/HTCondor and Facilitation, 
on OSG’s Open Science Pool via an OSG-supported access point
• osgconnect.net > “Sign Up”
• available to individuals and projects affiliated with U.S. 

academic, government, or non-profit institution
• includes:
• obligate initial consultation with an 

OSG Research Computing Facilitator
• online documentation and examples
• access to OSG’s central software modules
• (roughly) unlimited scratch; space for staging large 

input (Stash) w/ caching across OSG
8

Hear from OSG Connect user 
Nick Cooley later today!



What is OSG?
a consortium of researchers and institutions who share compute and 
data resources for distributed high-throughput computing (dHTC)
in support of open science

display.opensciencegrid.org



• Researchers
• Multi-Institution Collaborations
• Atlas/CMS (Higg Boson), IceCube, 

South Pole Telescope, and others
• Science Gateways
• Academic Institutions and 

National Laboratories
that support the above

Campuses are critical to 
OSG’s ability to advance research.

Who Participates?
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“Open Science Pool”
single researchers/groups (OSG Connect), 
smaller multi-institution collaborations, 

& campus access points

gracc.opensciencegrid.org



Open Science Pool
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https://gracc.opensciencegrid.org/d/000000077/open-science-pool-all-usage?orgId=1
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https://gracc.opensciencegrid.org/d/000000077/open-science-pool-all-usage?orgId=1

Institutions with Projects 
using the Open Science 
Pool in 2020!

183 projects from >95 campuses
(top 20 at right)
• 25+ from campuses with recent CC* 

awards in collaboration with OSG
• 35+ projects from non-R1



OSPool Access Points 
that YOU Control
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… like having a cluster where you don’t have to administer the 
‘worker’ nodes, and can still own the user experience.

The institution decides and executes:
• engagement with and support of users

• incl. help with software/data portability (OSG modules available), 
troubleshooting, etc.

• leverage support from OSG staff (co-facilitation, etc.)
• user authentication and authorization (not restricted to US affiliates)
• administering/integrating any institutional data storage
• (some) HTCondor administration on the submit node

Resource sharing not required to have an access point!
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The institution decides and executes:
• engagement with and support of users

• incl. help with software/data portability (OSG modules available), 
troubleshooting, etc.

• leverage support from OSG staff (co-facilitation, etc.)
• user authentication and authorization (not restricted to US affiliates)
• administering/integrating any institutional data storage
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Resource sharing not required to have an access point!

See AMNH’s presentation at 
OSG All Hands Meeting 2021!
https://indico.fnal.gov/event/47040/overview



OSG Technologies
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September 9th, 2016May 11th 2018

Transparent Computing across 
different resource types

12

Access Point

Local Cluster

National Supercomputer

Collaborator’s Cluster
OSG

Metascheduling
Service

Nationally Shared Clusters

Commercial Cloud

Allocation

sh
ar
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g

purchasing

OSG integrates computing across different resource types 
and business models.
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• Build ‘Local’ HTC Capacity with
• Support Your Researchers to Use OSG
• NOW! (via OSG Connect)
• Local access points 

• HTC Facilitation Training
• Share Local Resources via OSG

All “FREE” and OPEN, with Facilitation for Campuses
email support@opensciencgrid.org to discuss

mailto:support@opensciencgrid.org


HTC Facilitation Training
Learn from OSG’s Research Computing Facilitators
• HTC Facilitation Shadowing
• Join OSG RCFs in facilitating use of OSG Connect by 

researchers from your institution
• Co-Facilitation of users on your local access point
• Intensive shadowing at UW-Madison (CHTC)

• Formalized HTC Facilitation Training
• dHTC Campus Workshop Series: Feb 2021

https://indico.fnal.gov/event/46925
• External presentations and trainings 
• PEARC21; past: RMACC2021, PEARC20, others
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https://indico.fnal.gov/event/46925


Research Computing Facilitation
accelerating research transformations

proactive engagement
personalized guidance
teach-to-fish training
technology agnostic
collaboration liaising
upward advocacy

Michael, Lauren, and Bruce Maas. Research Computing Facilitators: The Missing Human Link in 
Needs-Based Research Cyberinfrastructure. Research bulletin. Louisville, CO: ECAR, May 16, 2016.



Agile, Shared Compute Systems

“submit locally, run globally”

CHTC
pool

Campus Grid The
Cloud

Open Science
Grid

>100,000 
CPU hrs/day/user



Understanding Facilitator Impact

Millions of CPU Hours via CHTC

Facilitators hired:
Jan 2013, Nov 2014



Impact Across Domains

Millions of CPU Hours via CHTC

>95% high 
throughput 
computing



Impact Across Domains

Millions of CPU Hours via CHTC

>60% high 
throughput 
computing

Future Directions for NSF Advanced 
Computing Infrastructure to Support 
U.S. Science and Engineering in 
2017-2020

https://www.nap.edu/read/18972


text analysis (most genomics …) parameter sweeps

statistical model optimization
(MCMC, numerical methods, etc.)

multi-start simulations

(multi-)image and 
sample analysis

Is it HTC-able?
Is your problem potentially computable as lots of independent pieces? For example …

24



Impact Across Domains
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Research Groups 
Supported 320+
Researcher 
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Hear research examples 
on Thursday!



We’re Hiring!
Apply by May 31 to Join the UW-Madison and OSG RCF teams!
Research Computing Facilitator
• serve as the human interface for researchers using 

UW-Madison and OSG computing resources!
• inform the development of HTCondor and OSG tools and services
• engage with a diverse and international community
Ideal Candidates:
• have prior computational research experience
• enjoy teaching others to ‘fish’ with computing
• recent research MS/PhD or experienced facilitator

https://jobs.hr.wisc.edu/en-us/job/508948/research-computing-facilitator
27



HTC Facilitation Training
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https://indico.fnal.gov/event/46925


OSG (Virtual) User School 
2021

Apply by May 28!   https://opensciencegrid.org/virtual-school-2021/
• for researchers and research computing facilitators
• 2021 virtual experience for selected applicants (half-time over two weeks) includes:
• personalized consultations with CHTC/OSG staff
• short presentations coupled with hands-on exercises during designated help times

• Public materials and presentations.

Resuming the on-site experience in 2022
• week-long, with group activities, LARP, meals
• held at UW-Madison, including site-seeing and 

socializing time
• support for travel, lodging, meals

29



HTC Services for Campuses
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• Build ‘Local’ HTC Capacity with
• Support Your Researchers to Use OSG
• NOW! (via OSG Connect)
• Local access points 

• HTC Facilitation Training
• Share Local Resources via OSG

All “FREE” and OPEN, with Facilitation for Campuses
email support@opensciencgrid.org to discuss

mailto:support@opensciencgrid.org


Resource Sharing 
that YOU Control
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• >100 US campuses federated
• Owners decide which pools (research 

communities) they share with
• Most support the Open Science Pool

• You or OSG operate a “Compute Entrypoint” 
(CE) that submits jobs via your existing cluster 
scheduler
• you decide job handling details (local 

partitions, job sizes, priority)
• OSG data on research you impact!
• more: https://opensciencegrid.org/docs



Institutions 
Supporting the 
OS Pool in 2020!
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55 Campuses in the last year 
(top 20 in 2020 at right)

15+ of 28 committed 2019 & 2020 CC* 
awardees are already sharing
https://opensciencegrid.org/campus-cyberinfrastructure

https://gracc.opensciencegrid.org/d/000000077/open-science-pool-all-usage?orgId=1

https://opensciencegrid.org/campus-cyberinfrastructure


Support for CC* Awards
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• Consulting for Your 
Proposal
• Science drivers
• OSG integration

• Support Letters
• >60 letters provided 

since 2019

cc-star-proposals@opensciencegrid.org
https://opensciencegrid.org/campus-cyberinfrastructure



Secondary Benefits of Engaging with 
the HTCondor and OSG Communities

Engage with the 
(Inter)National CI Ecosystem!

• Learn from OSG and CI staff in
other institutions and countries

• Identify collaboration 
opportunities

• Funding advantages

34



Learn More
path-cc.io htcondor.org opensciencegrid.org

Presentations and Trainings at Community Events
targeted for campus IT/research computing staff, gateway developers, etc.

• Past HTCondor Weeks, https://research.cs.wisc.edu/htcondor/past_condor_weeks.html
• OSG All Hands Meetings, https://opensciencegrid.org/all-hands/
• dHTC Campus Workshop Series 
• Oct 2020: Emphasis on Resource Sharing, https://indico.fnal.gov/event/45998
• Feb 2021: Emphasis on Using/Facilitating HTC, https://indico.fnal.gov/event/46925

• External presentations and trainings 
• Upcoming: RMACC 2021, PEARC21; Past: PEARC20, Gateways 2020

• Institution and Research Presentations throughout HTCondor Week 2021!
35

https://research.cs.wisc.edu/htcondor/past_condor_weeks.html
https://opensciencegrid.org/all-hands/
https://indico.fnal.gov/event/45998
https://indico.fnal.gov/event/46925


Next Steps
• Discuss HTC Strategies for Your Campus
• support@opensciencegrid.org

• You and Your Researchers Can Use OSG, NOW!
• osgconnect.net > Sign Up

• Consulting and Letters of Support for CC* Proposals
• cc-star-proposals@opensciencegrid.org (to OSG leadership, only)
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