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• TRADITIONAL HPC CLUSTER: PEGASUS 210 NODE, HYBRID CPU/GPU, SLURM, IB, ETC

• TEACHING HPC CLUSTER: CERBERUS 12 NODE, FOCUS ON USE IN CLASSROOM

• HTCONDOR: “PILOT” 8 NODE DEPLOYMENT

• ENTRE TO, WORKING WITH OPEN SCIENCE GRID

• CAPITAL AREA RESEARCH AND EDUCATION NETWORK (CAAREN) REGIONAL INTERNET2
• CLOUD SERVICES: MOSTLY ENGINEERED, PURPOSE-BUILT SOLUTIONS FOR SPECIAL USE CASES

• MANY BOUTIQUE SOLUTIONS FOR RESEARCH GROUP CLUSTERS, DATABASES, VISUALIZATION

• DATA MANAGEMENT, PROTECTED DATA ENVIRONMENTS

• REDCAP

• GLOBUS WITH GOOGLE DRIVE, BOX, S3 CONNECTORS

• SOLUTION CONSULTANCY

Research Technology Services Portfolio



A good fit for HTC

• PEGASUS IS HEAVILY UTILIZED – OFTEN OVER 85% ALLOCATED.
• LIKE MANY CLUSTERS, MOST JOBS HAVE RELATIVELY MODEST RESOURCES

• MORE THAN 91% OF OUR JOBS FINISH IN UNDER 1 HOUR.
• MORE THAN 97% OF OUR CPU-BASED JOBS RUN ON A SINGLE NODE. 
• APPROX 1/2 OF A RECENT SAMPLE OF OUR JOBS REQUIRE LESS THAN 10 GB OF RAM. 
• [EVERYTHING IS PARETO DISTRIBUTED]

• THIS PROFILE OF JOBS FIT NICELY INTO THE HTC MOLD. 



Current configuration

GWU HTCONDOR IS AN ON-PREM 9-NODE DELL CLUSTER (POWER EDGE R730)
• 1 PHYSICAL MANAGER NODE

• 8 PHYSICAL WORKER NODES 
• EACH NODE FEATURES:

• 28 INTEL XEON E5-2680 CORES

• 128 GB MEMORY

• 150 GB SCRATCH SSD STORAGE



Current growth

ADDITION OF P100/V100 GPUS REPURPOSED FROM PEGASUS LOGIN NODES, ETC.
AUGMENTING THE ORIGINAL HTCONDOR DEPLOYMENT FOR HIGHER STORAGE DEPLOYMENT.

• ADDITIONAL VMS – HIGHLY SCALABLE DEPLOYMENT (BEGIN WITH 8)
• OPENSTACK HOSTS GIVES FLEXIBILITY FOR OS “PSEUDO-BARE METAL”

• STORAGE

• 1.2PB GLUSTER OVER ZFS
• 3.2GB/S AGGREGATE I/O

• IPV6 CONNECTIVITY THROUGH CAAREN (EQUINIX FACILITY)
• 4 ADDITIONAL GPUS



6

Pegasus HPC

[actually this is Colonial One]



[insert Pegasus photo here]



● PROF. ANELIA HORVATH FROM MILKEN INSTITUTE SCHOOL OF PUBLIC HEALTH AT GW – FUNCTIONAL 
ANALYSIS OF SNVS (SINGLE NUCLEOTIDE VARIANTS) FROM SINGLE-CELL RNA SEQUENCING DATA.

● SINGLE CELL RNA SEQUENCING (CELL-LEVEL TRANSCRIPTOME STUDIES) IN CANCER GENOMICS.
○ AIM: DEVELOP METHODS TO ASSESS FUNCTIONALITY OF SNVS THROUGH THEIR RELATIONSHIPS WITH DYNAMIC 

TRANSCRIPTOME TRAITS FROM CANCER SCRNA-SEQ DATA.
○ DATA SOURCE: GENERATED BY THE 10X GENOMICS PLATFORM – A HIGH-THROUGHPUT SINGLE-CELL 

SEQUENCING PLATFORM.
○ DATASETS: CONSISTED OF ~9K CELLS PER INDIVIDUAL, AND ~150K SEQUENCING READS PER CELL, AND 

~150NT/READ; WHICH PRODUCES A SINGLE FILE OF  ~1-1.5 BILLION SEQUENCING READS.
○ SOFTWARE: R/PYTHON/CELLRANGER(FROM 10X GENOMICS).

A Science Driver from Genomics 



● CELLRANGER IS A SET OF ANALYSIS PIPELINES THAT PROCESS CHROMIUM SINGLE-CELL RNA-SEQ 
OUTPUT TO ALIGN READS, GENERATE FEATURE-BARCODE MATRICES AND PERFORM CLUSTERING 
AND GENE EXPRESSION ANALYSIS.

● THE PIPELINES OF TOOLS ARE:
○ CELLRANGER MKFASTQ – CONVERT RAW DATA FASTQ FORMAT DATA

○ CELLRANGER COUNT – PERFORM TASKS SUCH AS ALIGNMENTS, FILTERING AND DATA CLUSTERING

○ CELLRANGER AGGR – AGGREGATE RESULTS FROM MULTIPLE RUNS OF CELLRANGER COUNT

○ CELLRANGER REANALYZE – PERFORM SECONDARY ANALYSIS BY FINE-TUNING PARAMETERS

A Science Driver from Genomics 



● THE PROBLEM SIZE (~1.5 BILLION SEQUENCING READS) OF THIS GENOMIC DATA ANALYSIS 
DEMANDS FOR A GREAT AMOUNT OF COMPUTATIONAL RESOURCES.

● THE DATA PROCESSING NATURE OF SUCH COMPUTATIONAL TASK MAKES IT EASILY BE BROKEN 
INTO NUMEROUS INDEPENDENT PRICES (I.E. HTC-ABLE) AND THUS IT IS A GOOD CANDIDATE FOR 
A HTCONDOR CLUSTER!

● A CELLRANGER WORKFLOW WOULD FIT WELL TO HTCONDOR'S WORKFLOW MODEL WHERE ITS 
DAGMAN (DIRECTED ACYCLIC GRAPH MANAGER) MANAGES DEPENDENCIES BETWEEN JOBS 
AUTOMATICALLY.

● THESE CELLRANAGER WORKFLOWS OF COMPUTATION ALLOW US TO EXPERIENCE AND LEARN 
ABOUT THE ADVANCED FEATURE OF HTCONDOR IN WORKFLOW CONSTRUCTION.

A Science Driver from Genomics 



A Science Driver from Physics  

● PROF. WILLIAM J. BRISCOE FROM THE PHYSICS DEPARTMENT AT GW IS WORKING ON AN 
INTERMEDIATE ENERGY NUCLEAR PHYSICS EXPERIMENT AT THE THOMAS JEFFERSON NATIONAL 
ACCELERATOR FACILITY (JLAB) USING THE CEBAF LARGE ACCEPTANCE SPECTROMETER (CLAS).

● JLAB CAN PROVIDE EITHER CONTINUOUS ELECTRON AND PHOTON BEAMS WITH ENERGIES UP TO 
12 GIGA ELECTRON VOLTS (12 GEV) TO STUDY PROPERTIES OF QUARKS IN HADRONS AND 
MESONS. 

● EXPERIMENTS ARE EXTREMELY EXPENSIVE AND TIME-CONSUMING FOR HUNDREDS OF PHYSICISTS. 
CAREFUL SIMULATION ARE PARAMOUNT. 



A Science Driver from Physics  

● RESEARCHER SIMULATES PART OF AN 
EXPERIMENT USING GEANT4 MONTE 
CARLO (GEMC)

● GEMC IS A C++ APPLICATION USED BY 
PHYSICISTS TO MODEL THE INTERACTION OF 
CHARGED PARTICLES PASSING THROUGH 
MATTER SUCH AS INCIDENT, SCATTERED, 
AND RECOIL PARTICLES PASSING THROUGH 
TARGETS AND DETECTORS. 



A Science Driver from Physics  

● CLAS DELIVERS GEMC AND RELATED DATA AS BOTH DOCKER AND SINGULARITY IMAGES 
VIA CVMFS. 

● THE SIMULATION NEEDED TO BE COMPLETED IN 2-3 MONTHS AND REQUIRED APPROX 4.3 
MILLION CORE HOURS TO COMPLETE WHICH IS A LITTLE MORE THAN GW COULD PROVIDE 
LOCALLY OR WHAT OSG COULD PROVIDE OPPORTUNISTICALLY. 

● OSG ALLOCATED ADDITIONAL RESOURCES AND SIMULATION COMPLETED ON SCHEDULE. 



PROF. ERIC VILAIN FROM THE CHILDREN’S NATIONAL HOSPITAL (DC)
WITH THE INSTITUT NATIONAL POUR LA RECHERCHE BIOMÉDICAL OF THE 

DEMOCRATIC REPUBLIC OF THE CONGO.

Omics data, Medicine and Public Health 

THE OBJECTIVE IS TO ASCERTAIN MICROBIAL ROLE IN THE KONZO DISEASE AND THEN TO 
UNDERSTAND MICROBIOTA IN SETTINGS SUCH US DIFFERENT TOWNS, CITIES AND REGIONS IN 
CONGO. CONSEQUENTLY, ACTIONABLE GENOMICS EXPERIMENTS COULD BE PERFORMED TO 
ADVANCE PRECISION MEDICINE IN DRC



United States – DR Congo Collaboration

• GWU/ CHILDREN’S NATIONAL HOSPITAL

• JONATHAN LOTEMPIO, BS
• D’ANDRE SPENCER, BA, MPH
• NEERJA VAHIST, BS
• MATT BRAMBLE, PHD
• ERIC VILAIN, MD, PHD

• INSTITUT NATIONAL POUR LA RECHERCHE BIOMÉDICAL 
• KIZITO MOSEMA, MD, MPH
• KEVIN KARUME, BS
• DÉSIRÉ TSHALA KATUMBAY, MD, PHD
• JEAN-JACQUES MUYEMBE, PHD
• DIEUDONNE MUMBA, MD, PHD



Vast amount of omics data

TO INCREASE REPRESENTATION OF CONGOLESE INDIVIDUALS, ABOUT 100-1000 HIGH QUALITY 
REFERENCES GENOMES WILL BE GENERATED VIA THE ADVANCED SEQUENCING TECHNOLOGIES 
INCLUDING:

• HIGH COVERAGE ILLUMINA SEQUENCING 
• HIGH COVERAGE PACBIO HIFI SEQUENCING

• BIONANO OPTICAL MAPPING



Huge computation demand

• MAPPING OF SEQUENCES NEED TO BE DONE ON 25 TB OF DATA BY END OF 2021 AND 
ANOTHER 100 TB OF DATA BY THE FOLLOWING 1-2 YEARS.

• COMMON ALIGNMENT TOOLS SUCH AS SAMTOOLS AND MINIMAP2 WILL BE USED.

• THESE CAN BE CARRIED OUT EFFICIENTLY IN A HTCONDOR CLUSTER.



Serving the research community

• WORKING WITH HTCONDOR COMMUNITY (AND OSG) LEVERAGES COLLABORATION TO 
BRING RESOURCES TO THE TABLE THAT ARE OUTSIDE SCOPE FOR HPC

• CONTINUING WITH HTCONDOR DEPLOYMENT TO CONTRIBUTE TO AND PARTNER WITH OSG

• FLAGSHIP HPC CLUSTER CONTINUES TO BE STRATEGIC FOR MANY RESEARCH APPLICATIONS

• NOT ONLY MPI…
• MUCH OF GWU RESEARCH IS NATURALLY HIGH THROUGHPUT – WHICH OFTEN CAN ADAPT TO 

HPC BUT THIS ISN’T NECESSARILY IDEAL



Thanks

WE REALLY APPRECIATE THE EFFORT FROM THE HTCONDOR TEAM IN SUPPORTING OUR 
HTCONDOR PROJECT AT GW. A SPECIAL THANKS GOES TO JOHN M KNOELLER (TJ) FOR 
MEETING REGULARLY WITH US AND IN HELPING US TO SOLVE ANY CONDOR RELATED PROBLEMS.


