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B-tagging for  𝑘𝑇/𝑎𝑛𝑡𝑖 𝑘𝑇



Adding JetFlavorAssociation module for 𝑎𝑛𝑡𝑖 − 𝑘𝑇

cards/MuonCollider/MuonColliderDet_ JetFlavorAssociation.tcl
Add new modules to Execution 
process in the main card



Comparison with original algo for 2v4b(10k)

VLC R05_inclusive BTag Anti kT R05 BTag



MVA for discriminating sig and bkg



• Signal: 𝜇− + 𝜇+ → 𝑣𝜇 + ҧ𝑣𝜇 + 𝐻 + 𝐻 (0.0008201 ± 2.2e − 6 pb)

• Background:
• 𝜇− + 𝜇+ → 𝑣𝜇 + ҧ𝑣𝜇 + 𝑏 + ത𝑏 + 𝑍 (0.03168 ± 0.00027 pb)

• 𝜇− + 𝜇+ → 𝑣𝜇 + ҧ𝑣𝜇 + 𝑏 + ത𝑏 + 𝐻 (0.003743 ± 2.7e − 5 pb)

• 𝜇− + 𝜇+ → 𝑣𝜇 + ҧ𝑣𝜇 + 𝑏 + ത𝑏 + 𝑏 + ഥ𝑏 (0.0009227 ± 7.02e − 6 pb)

10k for each



Normalized by cross section



MVA to discriminate vvHH with dominant bkg vvbbZ

• With TMVA, a built-in package in ROOT
• Support different ML approach:

• Boosting Decision Tree

• Multilayer perceptron (a type of feed-forward Artificial Neural Network)

• Deep Neural Network

• External Machine learning framework supported:
• XGBoost (I used in CMSDAS but not through TMVA), keras

• Transfer to python, use other external framework like TensorFLow or PyTorch
• Need to switch Root data to panda or numpy

• Need installation



Trained variables

• Number of jets in the event

• 𝑝𝑇 for all four jets, higgs, and di-Higgs system

• 𝜂 and 𝜙 for all four jets, higgs, and di-Higgs system

• Invariant mass for Higgs and di-Higgs system

• B-Tagging for all four jets, number of b-tagged jets in the event

• MET, 𝜂 and 𝜙 of MET

• deltaTheta between di-higgs and MET

• deltaPhi, deltaEta for higgs



Trained variables

“With ”Useful” set performing worse than ”Useless” set, this surprising result seems to imply that the number 

of variables used in BDT training is more important than the choices of which variables to use.”
From “Optimizing Variable Selection for Machine Learning Analysis in ATLAS ttH Search”









Boosting Dicision Trees
• 400 trees, MaxDepth = 3

• BoostTypr =  RealAdaBoost, 

• Separation Type: Gini Index

• No pruning since we don’t worry about overtraining for our case



AUC improved from 0.713 to 0.784



Response for BDT_RealAdaBoost



Without any BDT cut



BDT Application


