Before Tutorial Starts
Hands on Tutorial Exercises: Setup

Please claim an instance by putting you name next to an unused instance in:

https://tinyurl.com/pegasus-htc23

Follow the link next to your name.

(This is the same (but hosted) as the self-guided tutorial available in the Pegasus
documentation: https://pegasus.isi.edu/documentation/user-guide/tutorial.html)

If we are not finishing here today, feel free to keep exploring on your own


https://tinyurl.com/pegasus-htc23
https://pegasus.isi.edu/documentation/user-guide/tutorial.html
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What are Scientific Workflows

4 Conducts a series of computational tasks. Workflow Building Blocks

= Resources distributed across Internet.
4 Chaining (outputs become inputs) replaces manual hand-offs. Q @ Q Q
) Accelerated Creation Of prOdUCtS' Q bin_0.txt bin_1.txt bin_2.txt bin_3.txt
4 Ease of use - gives non-developers access to sophisticated codes. | \\4 //
isting.txt
= Resources distributed across Internet. ,

4 Provides framework to host or assemble community set of applications.

pegasus.txt binaries.txt
= Honors original codes. Allows for heterogeneous coding styles.
4 Framework to define common formats or standards when useful. A @
= Promotes exchange of data, products, codes. Community metadata. parta  parth panc partd i -
egasus m
4 Multi-disciplinary workflows can promote even broader collaborations.
= E.g., ground motions fed into simulation of building shaking. ?

count.txt.a count.txt.b count txt.c count.txt.d count.txt

4 Certain rules or guidelines make it easier to add a code into a workflow.

Slide Content Courtesy of David Okaya, SCEC, USC
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Pegasus

Why Pegasus?

» Automates Complex, Multi-stage Processing Pipelines

I » Enables Parallel, Distributed Computations

» Automatically Executes Data Transfers
Recover » Reusable, Aids Reproducibility
» Records How Data was Produced (Provenance)
» Handles Failures with to Provide Reliability

» Keeps Track of Data and Files

» Ensures Data Integrity during workflow execution

HTCOHM NSF funded project since 2001,
%?Srbi High Throughput Computing with close collaboration with HTCondor team

Information
Sctences Institute

https://pegasus.isi.edu
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QD\ Pegasus

Mix of MPI and single-core jobs, mix of CPU, GPU codes.
Large data sets (10s of TBs), ~300 workflows with

420,000 tasks each
Supported since 2005: changing Cl, x-platform execution

Southern California
Earthquake Center’s
CyberShake

First Physics-Based “Shake map” of Southern California

High-throughput computing workload, access to HPC
resources, ~ 21K Pegasus workflows, ~ 107M tasks

Laser Interferometer
Gravitational-Wave
Observatory (LIGO)

Supported since 2001, distributed data, opportunistic
computing resources

First direct detection of a gravitational wave (colliding black holes)

Custom data management

Rucio for data management

MongoDB instance to track science
runs and data products.

XENONNT - Dark
Matter Search

Monte Carlo simulations and the main
processing pipeline. 7
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https://pegasus.isi.edu
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Data Flow for LIGO

Pegasus Workflows
in OSG

Advanced LIGO 4«

Laser Interferometer
Gravitational Wave Observatory

60,000 Compute Tasks

Input Data: 5000 files (10GB total)
Output Data: 60,000 files (60GB total)
Processed Data: 725 GB

Executed on LIGO Data Grid, EGI,
Open Science Grid and XSEDE



Processing instrument data in real
time

Thermofisher
Data PC

I Prog ress Of T| me é

Pegasus
Real-time Semi-Automatic Processing:
Feedback Pre-processing: CryoSPARC
Motion Correction RELION
CTF Estimation EMAN2
Cryo-EM Discovery/Endeavour | | _’
i GPU HPC Cluster | |
P Cluster ST G -
Adtomtic [ oo EEKD GEKD S
Datj Trapsfer | (Y o« e —— Data ~ 1
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User Interaction with the Cryo-EM Web Portal \‘
Session User  Task R_elay Relay Session Stage Out |
Start Input _ Initiation Notifications Notifications  End the Data I
Detection Start End Detection I
|
.
Computational Processing on GPU Cluster user
Reacts
Pegasus WMS to the Notice
Apply Compute  Prepare P Send -
. -
Motion CTF  the Preview therel\?:tii-se the Notice |— + =~
Correction Estimate Image via Slack




& GENOMICS RESOURCE

g NIMH REPOSITORY Automated Quality Control of Phenotypic Datasets iy "edasus

The NIMH Center for Collaborative Genomic Studies on Mental Disorders, now known as Auto QC Status
the NIMH Repository and Genomics Resource (NRGR), maintains biomaterials,
demographic, and phenotypic data from over 200,000 well-characterized individuals with a
range of psychiatric illnesses, their family members, and unaffected controls.

New Validation = @ Help

< Back to Previous Validations

@ Successful: 100%

Summary
uiD Se6abdddosfee
QC Report * Easy to Use Web-Based Interface G o
Submissi e * Simple Submission |
ubmission Automated * Real-time Monitoring and Error o I
WebS|te QC V ’r)rkﬂow Reports I jocynvitanza
* After automated QC, submit E o7 ugers o

corrected files for expert curation

o
Manual

Curation

Started On Mar 12, 2020 10:14 AM

Download Data | | St
TOOI Ddld ° Sca | a ble Workflow Directory /web/data/qc/runs/Se6a6ddd95f6e
zJ Explorer «  Workflow based architecture using ‘
Pegasus WMS Sanity Check Status

* Extensible Design

Valldate W|th AutOQc Previous Validations | @ Help ° Easily add new QC StepS, and checks i Submission Validation @ Pedigree Validation @
study_149_sub.csv @ standardized File &, Qg X Qg X
OVERVIEW HOW TO VALIDATE AND SUBMIT DATA v SUBMISSION REQUIREMENTS v VALIDATE WITH AUTOQC Y E n a b | e S CO m p | eX C h e C kS
Choose Fie rowse * QCChecks validating data with A CFepm e Oos &
external sources
What data are you submitting? ’ . N
— Choose a Disorder - . * QC Checks can correlate data across e Fhersp el )
multiple files and across multiple shaps01_phen.csv © sndardized rie & Py
R fields within files
256
N N N . . . ile ivance e
e ottcaton o Ensures high-quality uniform data - e
email@address.com d e p OS I t e d at N R G R study_149_sub.canon.csv @ Corrected Submission File &,
. . study_149_id.canon.csv @ Corrected ID File &,
o Better resource utilization: solve most comections Log e
QC problems automatically, use expert
Advanced QC Report @ Advanced QC Report &,

curation for hard cases

https://pegasus.isi.edu
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Key Pegasus Concepts
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4 Pegasus WMS == Pegasus planner (mapper) + DAGMan workflow engine +
HTCondor scheduler/broker

= Pegasus maps workflows to infrastructure
- DAGMan manages dependencies and reliability
= HTCondor is used as a broker to interface with different schedulers

4 Workflows are DAGs

= Nodes: jobs, edges: dependencies
= No while loops, no conditional branches
= Jobs are standalone executables

4 Planning converts an abstract workflow into a concrete, executable workflow

= Planner is like a compiler

https://pegasus.isi.edu 14



Input Workflow Specification yamL formatted directed-acyclic graphs

Portable Description
Users do not worry about low level execution details

Logical Filename (LFN)

platform independent (abstraction)

Transformation

Executables (or programs)
platform independent

ABSTRACT WORKFLOW

/'7
Stage-in Job

Transfers the workflow input data

/7
Cleanup Job

Removes unused data

Stage-out Job ~

Stage-out generated output data

Registration Job ~

Registers the workflow output data

https://pegasus.isi.edu

AL Pegasus

Outpiﬂ Workflow

MOTIMHOM F18V.LNOIX3

15



Pegasus Deployment Zhe)

Pegasus Lite Input Data Site
Instance
T W F.in

4 Workflow Submit Node

- Pegasus WMS
- HTCondor

4 One or more Compute Sites

- Compute Clusters |0 f_ _____________ J s sugingsie
- Cloud - F.int
= 0SG Computefiten ‘ //,,/

egasus Lite _-
___________________________________________________________ Instance o=

4 Input Sites Output Data Sit
utput Data osite

©
- Host Input Data ,"/ A’ j’ --------------- > F.out
5% § =" =

4 Data Staging Site regadi
- Coordinate data movement for workflow

——————————————————————————————————————————————————————————— LEGEND
A Output Slte <« — —p Taskflow+ Directory . Data . Check @ Pegasus Lite
Checksums Setup Job Stageout Job Integrity Job Compute Job
- Where OUtPUt data IS placed _____ >  DataFlow Data . Directory . Checksum j’ Worker Node
USC Stagein Job Cleanup Job Generation Job = (WN)

Viterbi
: incering
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Pegasus-transfer

Pegasus’ internal data transfer tool with support for a number of different protocols

(o

@ @ ©

Directory creation, file removal
= If protocol can support it, also used for cleanup

Two stage transfers
= e.g., GridFTP to S3 = GridFTP to local file, local file to S3

Credential management

= Uses the appropriate credential for each site and each protocol
(even 3rd party transfers)

https://pegasus.isi.edu

HTTP

SCP
GridFTP
Globus
Online
iRods
Amazon S3

Google

Storage
SRM

FDT
Stashcp
Rucio

Cp
1ln -s

Pegasus
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WO : Submit Host = Susenit Directary : Sute :  ScbmitiedOn -
spit Rumning  Fd, 23 Oct 2015 360400
st workow 505 - - Fales 423002015 155601
damond  worklowisieds Successts 4,23 00t 2015 155017
st workcw 203 Faled  F4,23002015 384115
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poces workfow et Swcomssts  F4,230c1 2015 150038
preine  workfow sleds Successhs 4,23 0ct 2018 150028
rege wort S 500 Sucomats  F4,230612015 150015

Real-time monitoring of workflow
executions. It shows the status of
the workflows and jobs, job
characteristics, statistics and
performance metrics.

Provenance data is stored
into a relational database.

P
N

PEgasus

PEGASUS
DASHBOARD

web interface for monitoring
and debugging workflows

Workflow Details soodceid-eas6-4208-9160-abstaaiatect S

Label spit
Type root-wl
Progress Successiul
Submit Host worktow i edu
User pegtraind1
Submit Directory (=]
DAGMan Out File apit-0.dag dagman. cut
Wall Time 12 mins 23 se0s.
Cumedative Wall Time 9 mins 34 secs
Job Status (Entire Workflow) Job Status (Per Workflow)

[ Gnsutemitiod 0
[ Tated 0

Succenlt 16

8 Usaubmitzed B Falled B Succentul

https://pegasus.isi.edu
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Statistics
‘Workfiow Wall Time 12 mins 23 secs
Workfiow Cumudative Job Wall Time 9 mins 34 secs
Cumlative Job Walltime as seen from Submit Side 9 mins 35 secs
Workflow Cumwiative Badput Time 9 mins 23 secs
Cumasative Job Badput Waltime as seen from Submit Side 9 mins 20 secs
Workflow Retries
© Workflow Statistics
Type Succeeded Falled Incomplete Total Retries Total « Retries
Tasks 5 o o 5 o s
Joba 1% L 16 "
Sub Workfows. ° o o o o o
Type Succeeded Falled Incompiete Total Retries Total « Retries
Tasks s o o 5 o s
Jobs 1% 16 2 1"
Sub Workfows o o o o o o
Job Breakdown Statistics
Job Statistics

19
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command-line...

$ pegasus-status pegasus/examples/split/run0001
STAT IN STATE JOB
Run 00:39 split-0 (/home/pegasus/examples/split/run0001)
Idle 00:03 b—split ID0000001
Summary: 2 Condor jobs total (I:1 R:1)
UNRDY READY PRE IN Q POST DONE FAIL 3DONE STATE DAGNAME

14 0 0 1 0 2 0 11.8 Running *split-0.dag

$ pegasus-statistics -s all pegasus/examples/split/run0001

Succeeded Failed Incomplete Total Retries Total+Retries
Tasks 5 0 5
Jobs 17
Sub-Workflows

Workflow wall time 2 mins, 6 secs

Workflow cumulative job wall time 38 secs
Cumulative job wall time as seen from submit side
Workflow cumulative job badput wall time
Cumulative job badput wall time as seen from submit side

42 secs

$ pegasus-analyzer pegasus/examples/split/run0001
pegasus-analyzer: initializing...

****************************Summary***************************

Total jobs : 7 (100.00%)
# Jjobs succeeded : 7 (100.00%)
# Jjobs failed : 0 (0.00%)
# jobs unsubmitted : 0 (0.00%)

Provenance Data
can be Summarized

or
Used for Debugging

https://pegasus.isi.edu




And if a job fails?

detects non-zero exit code output
parsing for success or failure
message exceeded timeout do not
produced expected output files

2 Checkpoint Files

job generates checkpoint files
staging of checkpoint files is
automatic on restarts

USC
Viterbi,

A
Information
Sctences Institute

pegasus

https://pegasus.isi.edu

Pegasus

Job Retry K2

/7 helps with transient failures
set number of retries per
‘ job and run

Rescue DAGs @

workflow can be restarted from
checkpoint file recover from
failures with minimal loss

21
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Pegasus is part of the ACCESS support strategy

Pegasus is be used as a tier 1
tool

Central Open OnDemand
instance with Pegasus,
HTCondor and Jupyter

It is be easy to run HTC
workflows across ACCESS sites

Tiered Support Strategy

TIER ° MATCH-Premier

LONG-TERM EMBEDDED SPECIALISTS

rien (@) MATCH-Plus

SHORT-TERM SUPPORT PARTNERSHIPS

Curated Knowledge Base
COMMUNITY EXPERTS

TIER

Easy to Use Tools
ACCESS ONDEMAND AND PEGASUS

TIER



ACCESS Pegasus /

Bring your workflows to ACCESS!

- Execute scientific workflows
across ACCESS resources

4 https:llaocess.pegasm.lsl.edu\

Pegasus WMS,
HTCondor . OpenOndemand,

Central Manager HTCondor .

e OpenOnDemand Portal: has all
you need: Jupyter Notebooks,
ACCESS authentication, Pegasus
workflow management, and
HTCondor job management

HTCondor
Overlay Pool
(per user)

* Bring your own ACCESS
capacity: HTCondor Annex -
pilot jobs automatically create a
virtual HTCondor pool

https://access.pegasus.isi.edu

More at: support.access-ci.org/pegasus

23




20235 SUMMER
BOOT CAMP

/

) 2. Hands on Exercises

pegasus

Viterbi
School of Lagineering
Infermation

24

https://pegasus.isi.edu



Before Tutorial Starts
Hands on Tutorial Exercises: Setup

Please claim an instance by putting you name next to an unused instance in:

https://tinyurl.com/pegasus-htc23

Follow the link next to your name.

(This is the same (but hosted) as the self-guided tutorial available in the Pegasus
documentation: https://pegasus.isi.edu/documentation/user-guide/tutorial.html)

If we are not finishing here today, feel free to keep exploring on your own


https://tinyurl.com/pegasus-htc23
https://pegasus.isi.edu/documentation/user-guide/tutorial.html

Throughput Computing 2023

OSG All-Hands Meeting == CH C HTCondor Week

/
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Key Pegasus Concepts 25

4 Pegasus WMS == Pegasus planner (mapper) + DAGMan workflow engine +
HTCondor scheduler/broker

Pegasus maps workflows to infrastructure
DAGMan manages dependencies and reliability

HTCondor is used as a broker to interface with different
schedulers

4 Workflows are DAGs

Nodes: jobs, edges: dependencies
No while loops, no conditional branches
Jobs are standalone executables

4 Planning converts an abstract workflow into a concrete, executable workflow
Planner is like a compiler

https://pegasus.isi.edu 27
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Input Workflow Specification yamL formatted directed-acyclic graphs Output Workflow

Portable Description
Users do not worry about low level execution details /'7

Stage-in Job

Transfers the workflow input data

= Logical Filename (LFN) Q
o platform independent (abstraction) g
-l
= S
24 >
S @
= 7 m
5 < ) S
< ' \ Cleanup Job (@)
o . Removes unused data )
- Transformation §
g.? Executables (or programs) -
< platform independent Stage-out Job ~ o
Stage-out generated output data E
| Registration Job ~
Registers the workflow output data
USC B
Viterbi

https://pegasus.isi.edu 28
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Transformation

Site Catalog

Catalog
\ |
\ |
\
\ |
\ |
\ |
\ l
Abstract \ , /
Workflow \ /
\ |7
av¥

S

Executable Workflow
HTCondor
DAGMan workflow

Stageo
Job

Data
Cleanup
Job

% Pegasus
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" 2.2 Debugging

‘chasus
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) 2.3 Command Line Tools

‘chasus
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25 Pegasus ..

pegaAsus Automate, recover, and debug scientific computations.

Get Started @ YouTube Channel

https://www.youtube.com/channel/UCwJQINnTCgBvTJgiNrOX9F1Q/
Pegasus Website featured

https://pegasus.isi.edu

v OV VvV VY

Users Mailing List R T ® O

pegasus-users@isi.edu '—"’A\/

Support N 1 e ‘

pegasus-support@isi.edu wee ) — 4~ T8
»  Slack \

Ask for an invite by trying to join pegasus-users.slack.com in the Slack app
Pegasus in 5 Minutes

»>  Pegasus Online Office Hours

UsC https://pegasus.isi.edu/blog/online-pegasus-office-hours/

Viterbi Bi-monthly basis on second Friday of the month, where we address user questions and also apprise the community of new developments


https://www.youtube.com/channel/UCwJQln1CqBvTJqiNr9X9F1Q/featured
https://www.youtube.com/channel/UCwJQln1CqBvTJqiNr9X9F1Q/featured
https://www.youtube.com/watch?v=MNN80OHMQUQ

