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OSDF: In the OSG Fabric of Services

• The OSDF connects dataset providers to the federation via the 
origin service.
• The value to the provider is a uniform set of client tools, 

authorization models, and help scaling data access.

The Open Science Data Federation (OSDF) service federates 
datasets in disparate repositories into a coherent namespace 

and to deliver their objects to computational capacity through 
a network of caches.



OSDF Architecture
• An origin service integrates the 

object store into the OSDF in the 
same way a CE integrates a 
batch system into the OSPool.  
Interfaces to move data and map 
authorizations.
• The cache service stores and 

forwards objects, providing 
scalability to the data access.
• The manager selects a 

source/sink of an object for 
clients and maintains the 
namespace.
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OSDF Architecture
• The OSPool is tightly integrated 

with the OSDF, giving jobs 
reliable, scalable means to 
move data in and out.
• Same technique used by the 

CHTC, IGWN, PATh pools.
• OSDF is just starting to 

integrate more with campuses 
via the CC* Storage awardees 
and address non-compute 
cases.
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OSDF Architecture - Vision
• Long-term vision: OSDF will become a 

platform, providing a ‘transport bus’, 
connecting a broad range of dataset 
providers to consumers.
• Today, we just integrate POSIX backends 

which leaves out a wide range of storage 
types (S3, data repositories like 
DataVerse)

• It has the potential to become a 
platform beyond the CLI-centric, object 
delivery service it is today.
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Connecting to the OSDF 
• The best way to connect a dataset to 

the OSDF is through the ‘hosted’ 
origin service.
• Place a host in your ScienceDMZ 

and have it added to the NRP’s 
Nautilus distributed Kubernetes 
cluster.
• This gives the OSDF operations team 

the ability to run containers in your 
ScienceDMZ.

• Expose the storage area you want to 
the Kubernetes host; coordinate with 
the operations team to determine 
exports and access control.

OSDF Operator

ScienceDMZ

Storage

POSIX mount

OSDF export!



OSPool and HTCondor
• The OSPool is PATh’s flagship HTCondor 

system.
• How confusing would it be if we called the 

software and the service the “OSPool”?

That’s exactly what we 
do with the OSDF!



OSDF & Pelican
• We split out the 

technology powering the 
OSDF and christened it 
“Pelican”.
• The software is the same – 

integrating technologies like 
XRootD, SciTokens, 
OA4MP, and the ‘stashcp’ 
client utilities.

Software Service



Pelican Software Suite
• The Pelican Software Suite is barreling toward its first release.

• It will be released as a single, statically-linked binary (no library 
dependencies) that has both client and server components.  Server 
requires a local install of XRootD, of course.



Pelican Software Suite
• Just like you configure a HTCondor client to talk to the OSPool, 

you need to configure Pelican to talk to the OSDF.
• To ease the lives of OSDF users, one can rename/symlink the 

binary to ‘osdf’ and it’ll default to the OSDF instance:

• Similarly, if you are an avid user of stashcp or HTCSS’s OSDF 
plugin, rename the binary to have compatible behavior:

An enormous amount of work to do here – watch this area over the next year!



OSDF Status –
A view from Operations



Open Science Data Federation
• 1 Cache (50TB for cache) and one origin (1.6PB for origin storage): San Diego Super Computer Center - 

San Diego - California.

• 1 Cache (42TB for cache) and one origin (1.2 PB for origin storage):  University of Nebraska-Lincoln - 
Lincoln - Nebraska.

• 1 Cache (29TB for cache) and one origin (1.2PB for origin storage): Massachusetts Green High-
Performance Computing Center - Holyoke  - Massachusetts.

• 1 Cache: Internet2 - Boise - Idaho (42TB for cache).
• 1 Cache: Internet2 - Houston - Texas (in installation).
• 1 Cache: Internet2 - Jacksonville - Florida (42TB for cache). 
• 1 Cache: Internet2 - Denver  - Colorado (42TB for cache).
• 1 Cache: Northeastern University - Boston -  Massachusetts (42TB for cache).



https://osdf.osg-htc.org



https://osdf.osg-htc.org/client





https://opensciencegrid.org/about/osdf/



https://opensciencegrid.org/about/osdf/



OSDF - Monitoring
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