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Why Networking in OSG?

Distributed science collaborations critically depend upon the network to 
interconnect and enable geographically dispersed compute and storage resources 
to work together.

Network problems can significantly impact OSG users, slowing or halting their 
research.

The “network” is, in almost all cases of interest, actually a set of inter-operating 
networks that provide end-to-end connectivity for their users; but there is no 
single entity that owns, configures and maintains any given network path.

● Thus “problems” in the network can be exceedingly difficult to fix
● Sometimes “network” problems are actually end-system or application issues

OSG networking has focused on measuring our networks to identify and, to 
the extent possible, localize network issues or rule them out. 
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Example: LHCONE Network
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Map Credit: 
Bill Johnston

http://nejohnston.org/LHCONE/Interpreting%20the%20LHCONE%20Map,%20LHCONE,%202020-09-14.pdf


OSG and Networking

OSG has been working in network monitoring and network performance for more 
than 10 years and we have developed an extensive infrastructure and associated 
tools for network monitoring and analysis including:

● Over 230 globally deployed perfSONAR toolkits at compute/storage sites
● A framework to monitor, manage and configure toolkits to support multiple 

virtual organization’s testing requirements
● A network data pipeline to centrally gather all measurements
● OSG/WLCG specific documentation and guidelines
● An alerting & alarming framework to allow self-subscription to alarms
● An application to visualize and explore network alarms
● An analytics platform to explore our extensive datasets and look for more 

effective ways to identify & localize network and infrastructure issues
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OSG Network Pipeline

● The OSG network pipeline gathers approximately 6 TBs of network metrics and 
various other data per year.

● The current system has a central collector which gathers data from perfSONAR 
toolkits and other data sources and sends data to a message bus.

● Another part of the pipeline ingests data from the message bus and augments 
it with additional meta data before inserting it into Elasticsearch

● With release 5 of the perfSONAR toolkit we are implementing a transition from 
the current “pull” model for the pipeline to a new “push” model where toolkits 
send directly to Logstash / Elasticsearch
● This reduces complexity and components that we have develop and maintain
● It also significantly reduces latency between measurements and when they are available in 

Elasticsearch, supporting near real-time use-cases. 
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OSG/WLCG Network Pipeline Transition

The transitional version of the pipeline is shown in the graphic below and features 
and updated Collector and use of the HTTParchiver to get data into Elasticsearch.
● The default is still using RabbitMQ and our “Ingestors”
● Broad v5.x deployment will allow us to remove RabbitMQ and retire ingestors 
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Alarms & Alerts Service
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https://psa.osg-htc.org 
(Uses EDUGain/InCommon)
Purpose: provides 
user-subscribable alerting for 
specific types of network 
issues found by analyzing 
perfSONAR data 

https://psa.osg-htc.org/


Components: AAS & pSDash
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pSDash URL
https://ps-dash.uc.ssl-hep.org/ 

https://ps-dash.uc.ssl-hep.org/


OSG Example Data Analysis
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Correlating Tests with Paths: Two Timescales
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Our perfSONAR infrastructure runs many varied tests



Connecting Throughput to Traceroute

Our starting choice:  Use both tracepaths (just before; just after) as valid paths and attribute 
BW to both.

Evaluating to see if this is superior to just using the last measured route before the 
measurement…



Attaching Throughput Results to Sets of Routers/Links
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Each colored box represents a specific router along the path 



Example Throughput Attribution by Router 

Each router on the path gets the closest (in 
time) throughput values

Routers



Checking Router Results vs Time



Each point represents the throughput values 
collected when the router was on the path 

Example Result:  One Router; Throughput vs Time
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This is a very powerful diagnostic tool because it localizes a problem to a specific link in the path!



Ongoing Network-related Collaborations

RNTWG (Research Networking Technical Working Group)

Packet marking / flow labeling, packet pacing, orchestration

Network user-facing tools (pSDash, AAS, Toolkitinfo, Kibana, Grafana,TRACer)

Network analytics+IETF ALTO WG is exploring our data to identify & localize issues

perfSONAR v5 the next version of perfSONAR is out; upgrade campaign now

WLCG SOC exploring best practices for network monitoring of attacks/malware

WLCG DOMA (Data Organization, Management and Access) includes networking

- WLCG DOMA BDT Bulk Data Transfer working group has network component

WLCG Monitoring Task Force has activities to make site network more visible.

Driver: Data Challenges preparing for HL-LHC; network data challenges ~2 years

- Focus is on DC24 scheduled for Feb 26-Mar 8, 2024 at 25% of HL-LHC scale
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Near Term Work Areas

● Evolve pSDash, improving problem identification and localization
○ Interest from WLCG Operations in Tier-1 alarms related to network.

● Continue network topology cleaning, analyzing and alerting.
● Exploring the value of network flow labeling and packet marking (with RNTWG)

○ Developing new perfSONAR tests for flow-labels and/or packet marking
● Increase deployment of site specific monitoring (from CRIC URLs)

○ Campaign to get largest sites deployed starting in summer 2023
● Finishing our pipeline by transition by mid summer
● Maintaining the engagement with the Global research community

○ Access to R&E monitoring and integration with our tools and datastores 
● Creating new dashboards with site data, augmenting existing dashboards.
● Participating in the planning and execution of mini-data challenges to prepare for 

second WLCG Network Data Challenge
○ New table of sites, dates and targets being developed 
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Summary and Conclusion

The collaboration of OSG, WLCG and various research projects have created 
an extensive, reliable infrastructure to monitor our networks via perfSONAR and 
provide associated analytics and visualization.  

● We are engaged with various groups, working on improving networking for 
scientific research.

● While we continue to monitor and maintain our infrastructure, we need to also 
develop and tune our tools and applications.

● There are a number of challenges remaining, including the difficult continuing 
meta-challenge of improving our tools for our end users.

Questions or Comments?
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perfSONAR Global Monitoring and Analytics Framework Update at Spring 
2023 HEPiX https://indico.cern.ch/event/1222948/contributions/5321010/ 

Status and Plans for the Research Networking Technical WG at Spring 2023 
HEPiX https://indico.cern.ch/event/1222948/contributions/5321009/ 

Identifying and Understanding Scientific Network Flows at CHEP 2023 
https://indico.jlab.org/event/459/

Tools and methods for tracking network issues based on perfSONAR datasets 
at ESnet CI Lunch & Learn YouTube https://youtu.be/tOv8EMwmKb0 
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Other Presentations for More Detail

https://indico.cern.ch/event/1222948/contributions/5321010/
https://indico.cern.ch/event/1222948/contributions/5321009/
https://www.es.net/science-engagement/ci-engineering-lunch-and-learn-series
https://youtu.be/tOv8EMwmKb0


● Current OSG network documentation
○ https://osg-htc.org/networking/index.html 

● IRIS-HEP network page https://iris-hep.org/projects/osg-networking.html 
● pS Toolkit Info Page: https://toolkitinfo.opensciencegrid.org/ 

○ You can find lots of pointers to information and tools here 
● The psetf CheckMK pS monitoring page: 

https://psetf.opensciencegrid.org/etf/check_mk/index.py?start_url=%2Fetf
%2Fcheck_mk%2Fdashboard.py 

● The RNTWG has information at 
https://docs.google.com/document/d/1l4U5dpH556kCnoIHzyRpBl74IPc0g
pgAG3VPUp98lo0/edit#heading=h.nxusujd3hvwy 
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Useful URLs to Reference

https://osg-htc.org/networking/index.html
https://iris-hep.org/projects/osg-networking.html
https://toolkitinfo.opensciencegrid.org/
https://psetf.opensciencegrid.org/etf/check_mk/index.py?start_url=/etf/check_mk/dashboard.py
https://psetf.opensciencegrid.org/etf/check_mk/index.py?start_url=/etf/check_mk/dashboard.py
https://docs.google.com/document/d/1l4U5dpH556kCnoIHzyRpBl74IPc0gpgAG3VPUp98lo0/edit#heading=h.nxusujd3hvwy
https://docs.google.com/document/d/1l4U5dpH556kCnoIHzyRpBl74IPc0gpgAG3VPUp98lo0/edit#heading=h.nxusujd3hvwy


Backup Slides
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This working group is focused on some specific, practical network 
efforts:
1. Network visibility via Packet Marking / Flow Labeling
2. Network usage optimization via Packet Pacing / Traffic Shaping
3. Network management via Network Orchestration / GNA-G DIS / 

SENSE / NOTED
Charter for the main group is at 
https://zenodo.org/record/6470973#.YmamPNrMJD8

Are meetings are available in Indico: https://indico.cern.ch/category/10031/ 

To undertake the above efforts we have created three subgroups looking into each 
of the areas above.
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Research Networking Technical WG (RNTWG)

https://docs.google.com/document/d/1aAnsujpZnxn3oIUL9JZxcw0ZpoJNVXkHp-Yo5oj-B8U/edit#
https://docs.google.com/document/d/1FZjHHlXy-3J-2S-PdjjclwKWMkWq_M9zv0G4O-tSL9M/edit#heading=h.kjs85ae6lo7a
https://docs.google.com/document/d/1rCwTaq1khli3-lF4P_LnKy_t9OY0Ttg4dUADxKyLW1E/edit#heading=h.kjs85ae6lo7a
https://www.gna-g.net/join-working-group/data-intensive-science/#:~:text=The%20GNA%2DG%20Data%20Intensive,individuals%20and%20smaller%20groups%2C%20while
https://www.gna-g.net/join-working-group/autogole-sense/
https://indico.cern.ch/event/898285/contributions/4039620/attachments/2121618/3571075/NOTED___Hepix_Joanna_Waczynska.pdf
https://zenodo.org/record/6470973#.YmamPNrMJD8
https://indico.cern.ch/category/10031/
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The Alerting and Alarming Tools Subscription Interface



Network Visibility and Scitags

o Scientific Network Tags (scitags) is an initiative promoting identification of 
the science domains and their high-level activities at the network level.

o Enable tracking and correlation of our transfers with Research and 
Education Network Providers (R&Es) network flow monitoring 

o Experiments can better understand how their network flows perform 
along the path

○ Improve visibility into how network flows perform (per activity) within R&E segments
○ Get insights into how experiment is using the networks, get additional data from R&Es 

on behaviour of our transfers (traffic, paths, etc.)
o Sites can get visibility into how different network flows perform

○ Network monitoring per flow (with experiment/activity information)
■ E.g. RTT, retransmits, segment size, congestion window, etc. all per flow
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https://www.measurementlab.net/tests/tcp-info/#tcp-info-data-in-raw-format


Finding More Information: 
https://scitags.org 

Code

Presentations

Technical Spec

Mailing List
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https://scitags.org


Collaborative Work with WLCG Monitoring TF

The WLCG Monitoring Task Force is about to undertake a campaign to instrument our 
larger WLCG site networks with simple monitoring
The network related work within the task force is to get more information about WLCG site’s, 
their network details and traffic flows IN and OUT.
We are currently finalizing our site instructions and plan to start the campaign in May
Code/instructions on GitLab: https://gitlab.cern.ch/wlcg-doma/site-network-information 
Monitoring (Need CERN/Grafana access)
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https://gitlab.cern.ch/wlcg-doma/site-network-information
https://monit-opensearch.cern.ch/dashboards/goto/3f61adaabc0ea70b4d9252569aa45f1a?security_tenant=global

