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Map Credit:
Bill Johnston

http://nejohnston.org/LHCONE/Interpreting%20the%20LHCONE%20Map,%20LHCONE,%202020-09-14.pdf
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LHCONE Network

6

Real example:
I want L2 multipath between CSU <-> NEU <-> Caltech with 1G guarantees. What it 

takes to get it done:
CC each Site Admin, Network engineer, Site Network provider and ...

Many emails back-and-forth and all is up in ~2 to ~4 weeks.
Lack of a single control over multiple domains is the main issue and automatic 

solution for end-to-end path (”last mile issue”).
(different toolset for control, security policies, firewalls, vlans, hardware)

Map Credit:
Bill Johnston

http://nejohnston.org/LHCONE/Interpreting%20the%20LHCONE%20Map,%20LHCONE,%202020-09-14.pdf
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Control Plane
Internet2 OESS
ESnet OSCARS
OpenNSA
OpenDaylight
ONOS
PCE based
SuPA
Ansible

Data Plane/Services
Layer 1/2/3
Point-to-Point
Multi-Point
Layer 3 VPNs
QoS

Attached Distributed Resources
End Sites/SDMZs, 
Clouds (Public, R&E, Edge)
HPC
Instruments
Storage/Data Lakes

• Manual provisioning and 
infrastructure debugging  
takes time (a lot)

• No service consistency 
across domains

• No service visibility or 
automated 
troubleshooting across 
domains

• Lack of real-time 
information from domains 
impedes development of 
intelligent services

SDX



Identifying the Gaps

What goes here?
Need something to deal with 

Multi-Domain, Multi-Resource 
Distributed Infrastructure
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SENSE Services
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• Site Resource Manager (SiteRM)
• Network Resource Manager (N-RM)

• Orchestrator (SENSE-O)



SENSE Service - SiteRM

13

DTN

DTN

DTN

DTN

RM

RM

RM

UMD

DTN

RM
RM

SiteRM Functions/Roles:
• Responsible for a specific set of Site, Network and Node Resources 
• Generate real-time MRML Model
• Evaluate and respond to SENSE Orchestrator information and service 

requests (including negotiation)
• Provision Site resources in support of SENSE services (includes 

networking stack of end systems)
• QoS provided via Traffic Control (FireQoS/tc) 
• Automatic dataflow initiation for path verification
• Real time monitoring of Network and Node Resources (Prometheus

format)
• Debug actions (Ping, Traceroute, Throughput Test)

Deployment Requirements:
1. Docker/Podman on each controlled end-host

• NET_ADMIN privileges
2. Run siterm-agent on each host in container
3. Access to network devices (SiteRM uses ansible)
4. VLAN and IPv4/IPv6 private range allocation
5. SNMP Data from all network devices
6. Node Exporter on all controlled end-hosts



SENSE Service – Network RM
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Network-RM Functions/Roles:
• Responsible for a specific set of Network 

Resources 
• Generate real-time MRML Model
• Evaluate and respond to SENSE 

Orchestrator information and service 
requests (including negotiation)

• Provision network resources in support 
of SENSE services

• Provide status, monitoring, and debug 
functions

Deployment Requirements:
1. Docker/Podman/VM
2. Run any supported Network RM Stack (OSCARS, OpenNSA, SuPA, etc…)
3. Access to network devices
4. SNMP Data from all network devices (or other way export port statistics, like Stardust)



SENSE Service – Orchestrator
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SENSE End-to-End Model

Model Driven SDN Control with 
Orchestration

SENSE-RM API
• Model Based Interface
• Infrastructure and Services
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SENSE operates between the SDN 
Layer controlling the individual 

networks/end-sitesSENSE

Designed for adaption to 
available “SDN” systems

SENSE native “Resource 
Manager” available if no 
current automation layer 
is present
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SENSE – Filling in the gaps
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SENSE

Application 
Workflow Agent

Types of Interactions
• What is possible?
• What is recommended?
• Requests with negotiation
• Service status and 

troubleshooting

• Resource Discovery Service
• Service Discovery
• End-Point Listing

• Connectivity Service
• Point-to-Point
• Multi-Point
• L2/L3

• Resource Computation Service
• Monitoring and 

Troubleshooting Service
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SENSE Model Based Resource Descriptions
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SENSE – Service Template
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• Read only and 
optionally with user 
editable parameters
• Allows users to run 

with one time 
"ticket" or multiple 
time-use allocations



Layer 3 Flow to WAN Engineered Traffic path
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End-to-End Real Time Monitoring
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Runs on PRP Kubernetes: https://autogole-grafana.nrp-nautilus.io
Grafana, Prometheus, Blackbox Exporter, SSLExporter, Slack/Email
alerting for each Site/Network RM/Orchestrator issue.

https://autogole-grafana.nrp-nautilus.io/


SENSE Papers and Info
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• Software-Defined Network for End-to-end Networked 
Science at the Exascale, Elsevier Future Generation 
Computer Systems, Vol 110, September 2020, Pages 
181-201, https://doi.org/10.1016/j.future.2020.04.018
§ Accepted Manuscript:

https://arxiv.org/abs/2004.05953
• SENSE Northbound API Program

§ https://app.swaggerhub.com/apis/xi-yang/SENSE-O-
Intent-API

• SENSE Website
§ sense.es.net

https://doi.org/10.1016/j.future.2020.04.018
https://arxiv.org/abs/2004.05953
https://app.swaggerhub.com/apis/xi-yang/SENSE-O-Intent-API
https://sense.es.net/
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Spoiler alert!
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