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Objectives

• Study differences between Beam Induced Background and Hard 
Scattering data

• Train a DL model to classify BIB/Hard based on these differences

• Implement the model on FPGA using hls4ml









GEANT4 Data → csv



The data

• GEANT4 simulation output files were received for BIB and Hard 
interactions.

• Files were in .slcio format.

• First these files were converted into plaintext to access the data.

BIB data→   /cvmfs/cms.hep.wisc.edu/mucol/reference/slomte_BIBsamples

Hard data → /scratch/slomte/analysis/inputfiles/sim_mumuHbb3TeV_100evts.slcio

http://cms.hep.wisc.edu/mucol/reference/slomte_BIBsamples/sim_mumi(pl)*


The data



Parsing the data

• Each file had around 500,000 lines and each line was in below format:

• This data was loaded into a pandas dataframe in python for 
visualising and understanding the data. 





.abnv files 
with data in .csv
for each event



.slcio → pandas df

.py files take command line
arguments for plotting



The data was correctly extracted into a 
pandas df

Around 5.47M rows were available with 50-50 Hard-BIB
Of this, I focused on the ECalBarrelCollection



Some BIB visualizations: Arrival time vs XYZ



Some BIB visualizations: Arrival time vs XYZ



BIB vs Hard for 
ECalBarrelCollection



BIB vs Hard Dataset

• What was expected:
• Some difference in energy distribution and time distribution as hinted in 

literature.

• Other variables were X,Y,Z coordinates and PDG ID



BIB vs Hard Dataset



BIB vs Hard Dataset



Primary PDG ID is highly correlated with 
deciding Hard/BIB
• PDG ID gives the type of particle.



Same particle, in Both BIB and Hard how the energy composition is… 

Y axis is the same, just shifted to give some offset otherwise the dots will overlap since same particle ID

















Primary PDG ID is highly correlated with 
deciding Hard/BIB
• Was able to get >90% model accuracy with PDG ID included in 

features

• But this cannot be used as a feature for training the model because 
this information will not be available in real-time !

• Excluding this PDG ID and training model resulted in 50% accuracy, 
which is same as random guess.



BIB vs Hard Dataset

• What was expected:
• Some difference in energy distribution and time distribution as reported in 

literature.

• Other variables were X,Y,Z coordinates and PDG ID

• BIB had no distinguishing characteristics in Energy or Arrival time distribution 
as expected.



Generating a Synthetic BIB 
Dataset



Synthetic BIB vs Hard Dataset

• BIB had no distinguishing characteristics in Energy or Arrival time distribution 
as expected.

• So a synthetic database was generated for BIB with some noise-like 
characteristics.



Synthetic BIB vs Hard Dataset



Finding best NN architecture



Finding best NN architecture

• FF neural networks were used for simplicity.

• Grid search technique was used to find the best architecture.

• Iteratively trains different configurations from the search space and finds the 
most accurate one.



Finding best NN architecture
• Using 500k rows with 50-50 train-test split, >98% accuracy was 

obtained at classifying BIB.



hls4ml → HLS Project



hls4ml → HLS Project



hls4ml → HLS Project



HLS Project → Vivado



HLS Project → Vivado

Part: xcu250-figd2104-2L-e

ULTRASCALE+ FPGA



HLS Project → Vivado



HLS Project → Vivado



HLS Project → Vivado



Key Findings



Future Directions



References



References


	Slide 1: Machine Learning with Muon Collider Data
	Slide 2: Objectives
	Slide 3
	Slide 4
	Slide 5
	Slide 6: GEANT4 Data  csv
	Slide 7: The data
	Slide 8: The data
	Slide 9: Parsing the data
	Slide 10
	Slide 11
	Slide 12: .slcio  pandas df
	Slide 13: The data was correctly extracted into a pandas df
	Slide 14: Some BIB visualizations: Arrival time vs XYZ
	Slide 15: Some BIB visualizations: Arrival time vs XYZ
	Slide 16: BIB vs Hard for ECalBarrelCollection
	Slide 17: BIB vs Hard Dataset
	Slide 18: BIB vs Hard Dataset
	Slide 19: BIB vs Hard Dataset
	Slide 20: Primary PDG ID is highly correlated with deciding Hard/BIB
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29: Primary PDG ID is highly correlated with deciding Hard/BIB
	Slide 30: BIB vs Hard Dataset
	Slide 31: Generating a Synthetic BIB Dataset
	Slide 32: Synthetic BIB vs Hard Dataset
	Slide 33: Synthetic BIB vs Hard Dataset
	Slide 34: Finding best NN architecture
	Slide 35: Finding best NN architecture
	Slide 36: Finding best NN architecture
	Slide 37: hls4ml  HLS Project
	Slide 38: hls4ml  HLS Project
	Slide 39: hls4ml  HLS Project
	Slide 40: HLS Project  Vivado
	Slide 41: HLS Project  Vivado
	Slide 42: HLS Project  Vivado
	Slide 43: HLS Project  Vivado
	Slide 44: HLS Project  Vivado
	Slide 45: Key Findings
	Slide 46: Future Directions
	Slide 47: References
	Slide 48: References

