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Experimental DVES Program
QCD factorization of exclusive processes controversial 
when first proposed nearly 30 years ago
• Basic principle:  Meson size (and hadronic content of  

real photon) parametrically squeezed by 

• Validation observables

• Q2-dependence of cross sections

• Spin Density Matrix Elements (SDME)


• Light vector meson production, prediction  in contrast to DIS

• Extract novel information about spatial distributions of quarks and gluons in 

nucleon and nuclei — previously thought impossible

1/(Q2 + m2)

dσL ≫ dσT

2

Measurement of the hard exclusive ω0 muoproduction cross section at COMPASS 1

1 Introduction

Generalized parton distributions (GPDs), as introduced in Refs [1–5], are non-perturbative objects, which
describe the three-dimensional structure of the nucleon by correlating transverse spatial positions and
longitudinal momentum fractions of the partons (quarks and gluons) of the nucleon. The GPDs contain
also rich information about spin and angular momentum at parton level. They can be accessed by hard
exclusive pseudoscalar meson leptoproduction on the nucleon, for which the leading mechanism is pre-
sented in Fig. 1. Collinear factorization theorems [6] can be applied to longitudinally polarised virtual
photons and establish that the pseudoscalar meson production amplitude factorizes into a hard perturba-
tive part and soft components described by the chiral-even GPDs H̃, Ẽ of the nucleon and the twist-2 part
of the meson wave function. Contributions from transversely polarised virtual photons to the production
of pseudoscalar mesons are expected to be suppressed in the production amplitude by 1/Q [6], where
Q2 is the virtuality of the photon that is exchanged between lepton and proton. However, experimental
data on exclusive ω+ production from HERMES [7] and JLab CLAS [8, 9] and on exclusive ω0 produc-
tion from JLab CLAS [10–13] and Hall A [14–17] suggest that such contributions are substantial. In
the collinear approximation, singularities occur for transversely polarised virtual photons and mesons.
Regularization is accomplished in the framework of phenomenological models as in Refs [18–22] by in-
cluding transverse degrees of freedom of quarks and antiquarks that make up the meson. In these models,
such transversely polarised virtual-photon contributions are possible provided a quark helicity-flip GPD
couples to a twist-3 helicity-flip meson wave function and thus pseudoscalar meson production involves
also the chiral-odd (transversity) GPDs HT and ET.

Fig. 1: Leading-twist diagram for hard exclusive ω0 leptoproduction off the proton. Here, k, k→, q, q→, p, p→ are the
four-momenta of incident and outgoing muon, virtual photon, outgoing !0 and of incident and outgoing proton.
The squared four-momentum transfer between initial and final proton is denoted by t, the average longitudinal
momentum fraction of the active quark by x and half of the transferred longitudinal momentum fraction by ∀ .

The GPDs depend on the average longitudinal momentum fraction of the active quark x, half of the
transferred longitudinal momentum fraction ∀ , the squared four-momentum transfer between the initial
and final proton t and the virtual photon virtuality Q2

=↑q2, see Fig. 1. The chiral-even GPD H̃ is related
in the forward limit at t = 0 to the quark helicity distribution !q(x) measured in deep inelastic scattering
(DIS), while the chiral-even GPD Ẽ has no such counterpart in DIS. Pion-pole exchange is expected to
give the main contribution to Ẽ at small t for ω+ production, while for ω0 production the pion pole is
absent. The chiral-odd GPDs, HT and ET, which are well described in Refs. [23–26], are related to the
transversity and the Boer–Mulders parton distribution functions measured in semi-inclusive DIS. The
GPD HT describes the correlation between the transverse polarisations of quark and proton. It has been
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Exclusive Vector-Meson Electroproduction
Introduction and Background

• Leading-twist factorization of 

• Quark/Gluon Helicity conserving:


•  [nucleon GPDs] [meson DAs]

• SCHC:  photon to meson


• Expect  in Bjorken regime


• Factorization of  and  considered separately


•  suppressed asymptotically, but enhanced by strong 
chiral symmetry breaking effects in pseudo scalar DAs (and 
also in light vector mesons) coupled to transversity GPDs

dσL

⊗

R = dσL /dσT ∝ Q2

dσL dσT

dσT
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Measurement of the hard exclusive ω0 muoproduction cross section at COMPASS 1
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cluding transverse degrees of freedom of quarks and antiquarks that make up the meson. In these models,
such transversely polarised virtual-photon contributions are possible provided a quark helicity-flip GPD
couples to a twist-3 helicity-flip meson wave function and thus pseudoscalar meson production involves
also the chiral-odd (transversity) GPDs HT and ET.
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transferred longitudinal momentum fraction ∀ , the squared four-momentum transfer between the initial
and final proton t and the virtual photon virtuality Q2

=↑q2, see Fig. 1. The chiral-even GPD H̃ is related
in the forward limit at t = 0 to the quark helicity distribution !q(x) measured in deep inelastic scattering
(DIS), while the chiral-even GPD Ẽ has no such counterpart in DIS. Pion-pole exchange is expected to
give the main contribution to Ẽ at small t for ω+ production, while for ω0 production the pion pole is
absent. The chiral-odd GPDs, HT and ET, which are well described in Refs. [23–26], are related to the
transversity and the Boer–Mulders parton distribution functions measured in semi-inclusive DIS. The
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HERA Spin Density Matrix Elements
• Exclusive  production 

• 


• Longitudinally polarized virtual photons 
tagged by observed helicity=0 state of 


• Other SDME values consistent with s-
channel helicity conservation (SCHC).


• Approach to  dominance for light 
vector mesons.


• Anticipating higher statistics at EIC

(e, e′￼ρ)

R =
1
ϵ

r04
00

1 − r04
00

ρ

dσL

4

A.Levy PLB 146 (2005) 92–101, arXiv:0501008 
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HERA VECTOR MESON PRODUCTION
G.Wolf, https://arxiv.org/abs/0907.1217 
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dσ
dt

=
dσ(0)

dt
ebt ⟨r2

⊥⟩ = 2b

≈ 0.62 fm

• Slope parameter b represents convolution 
of meson ‘size’ with intrinsic nucleon size


• Meson ‘size’  


• Meson size ~ point-like for 



• How will these ~asymptotic b-slopes evolve 
with xB with higher statistics EIC data?

• As parton distributions grow at low-x, 

they also expand transversely by diffusion

∼ 1/ Q2 + M2
V

Q2 + M2
V > 20 GeV2

b

https://arxiv.org/abs/0907.1217
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HERMES
Exclusive rho
• EPJC 62(2009)659

6

674 Eur. Phys. J. C (2009) 62: 659–695

Fig. 9 The 23 SDMEs
extracted from ρ0 data: proton
(squares) and deuteron (circles)
in the entire HERMES
kinematics with
!x〉 = 0.08, !Q2〉 = 1.95 GeV2,
!−t ′〉 = 0.13 GeV2. The
SDMEs are multiplied by
prefactors in order to represent
the normalized leading
contribution of the
corresponding amplitude (see
(A.1)–(A.23)). The inner error
bars represent the statistical
uncertainties, while the outer
ones indicate the statistical and
systematic uncertainties added
in quadrature. SDMEs measured
with unpolarized (polarized)
beam are displayed in the
unshaded (shaded) areas. The
vertical dashed line at zero is
indicated for SDMEs expected
to be zero under the hypothesis
of SCHC

low. In the case of the relation (40) only the contributions of
small double-helicity-flip amplitudes (see (A.2), (A.3)) vi-
olate SCHC. For the relations (41)–(42), (A.4)–(A.7) show
that the largest SCHC amplitude T00 is multiplied by the
smallest T1−1 amplitude in the terms that violate SCHC.
The relation corresponding to the combined hypotheses of
SCHC and NPE dominance (43) is marginally violated by
two standard deviations in the total uncertainty. In evaluating
the uncertainties of these relations, correlations between the
corresponding elements (see Tables 15,16), are taken into
account.

7.4 Phase difference between T11 and T00

The phase difference δ between the amplitudes T11 and T00

can be evaluated as follows:

cos δ = 2
√

ε(Re{r5
10} − Im{r6

10})√
r04

00 (1 − r04
00 + r1

1−1 − Im{r2
1−1})

. (50)

This results in |δ| = 26.4 ± 2.3stat ± 4.9syst degrees for the
proton and |δ| = 29.3 ± 1.6stat ± 3.6syst degrees for the
deuteron (see Fig. 12). Using polarized SDMEs, also the

sign of δ can be determined:

sin δ = 2
√

ε(Re{r8
10} + Im{r7

10})√
r04

00 (1 − r04
00 + r1

1−1 − Im{r2
1−1})

. (51)

Equations (50) and (51) are derived in Appendix B. Second
order contributions of spin-flip amplitudes are neglected in
obtaining these formulae.

Using (51) it is determined, for the first time, that the
sign of δ is positive: δ = 30.6 ± 5.0stat ± 2.4syst degrees for
the proton and δ = 36.3 ± 3.9stat ± 1.7syst for the deuteron.
These values are consistent with each other and their mag-
nitudes are in agreement with the results obtained with (50)
for cos δ.

We note that in the GPD-based model of Ref. [38], the
phase difference between the amplitudes T11 and T00 is
found to have a value of about 3 degrees. This appears to be
inconsistent with the HERMES results and also, to a lesser
extent, with the H1 results [12]; the two experimental results
agree within their total uncertainties.

8 The Q2 and t ′ dependences of the SDMEs

In the following, the Q2 dependences are presented in four
bins, where the first bin is defined by 0.5 < Q2 < 1 GeV2

Eur. Phys. J. C           (2023) 83:924 Page 19 of 25   924 

dependence of r04
00 and R is observed by the two experiments,

and in the case of ZEUS no |t | dependence is seen.
In Fig. 13 the COMPASS results on the Q2 dependence

of R are compared to the previous experiments using results
with Q2 > 1.0 (GeV/c)2 and with moderate to large values
of W . The HERMES and COMPASS results are corrected
for contributions of the spin-flip amplitudes T01 and T10. For
those from H1 the contribution of T01 is taken into account,
whereas the SCHC approximation is used for the other data.
Despite small differences due to different treatments of small
contributions of spin-flip amplitudes, and also due to a pos-
sible weak W dependence, all the results consistently show
a main characteristic feature, i.e. the fast increase of R as a
function of Q2 within the wide energy range, from the fixed
target experiments to the HERA collider measurements.

In leading-order pQCD and for t = 0 the ratio R is pre-
dicted to be R = Q2/M2

V [47], where MV is the mass of
the produced vector meson. The experimental data on R for
exclusive ρ0, φ and J/ψ production confirm the scaling with
MV , but they lie systematically below this prediction (see,
e.g., Fig. 38 from Ref. [27]). Deviations from this depen-
dence, which become more pronounced as Q2 increases, are
due to effects of QCD evolution and quark transverse momen-
tum [45,48].

In the framework of the colour dipole model, different
transverse sizes are predicted for virtual qq̄ pair fluctuations
originating from longitudinally and transversely polarised
virtual photons, which leads to different kinematic depen-
dences of σL , σT and R. The transverse size of these colour
dipoles is on average smaller for longitudinal photons than
for transverse ones. This results in a more shallow t (or p2

T)

dependence of the cross section for the longitudinal photons.
In the unseparated cross section this effect leads to a decrease
of the value of the t-slope parameter with increasing Q2 (see
e.g. Refs. [27,30]).

9 Summary

Using exclusive ρ0 meson muoproduction on the proton, we
have measured 23 SDMEs at the average COMPASS kine-
matics, 〈Q2〉 = 2.4 (GeV/c)2, 〈W 〉 = 9.9 GeV/c2 and
〈p2

T〉 = 0.18 (GeV/c)2. The SDMEs are extracted in the
kinematic region 1.0 (GeV/c)2 < Q2 < 10.0 (GeV/c)2,
5.0 GeV/c2 < W < 17.0 GeV/c2 and 0.01 (GeV/c)2,
< p2

T < 0.5 (GeV/c)2, which allows us to study their Q2,
p2

T and W dependences.
Several SDMEs that are depending on amplitudes describ-

ing γ ∗
T → ρ0

L transitions indicate a considerable violation of
the SCHC hypothesis. These SDMEs are expected to be sen-
sitive to the chiral-odd GPDs HT and ĒT, which are coupled
to the higher-twist wave function of the meson. A particu-
larly prominent effect is observed for the SDME r5

00, which
strongly increases with increasing Q2 and p2

T.
Using specific observables that are constructed to be

sensitive to the relative contributions from transitions with
unnatural-parity exchanges, such as u1 and the NPE-to-UPE
asymmetry for the transverse cross section, we observe a
dominance of NPE exchanges. The UPE contribution is very
small and compatible with zero within experimental uncer-
tainties.

Fig. 13 The ratio R = σL/σT
as a function of Q2. For
comparison measurements of
exclusive ρ0 leptoproduction by
fixed target experiments
(HERMES [23], NMC [24],
E665 [25]) and by HERA
collider experiments (ZEUS
[30], H1 [27], H1 SV [26]) are
also shown

123

From COMPASS, EPJC 83 (2023) 924

 + SCHC termsR =
1
ϵ

r04
00

1 − r04
00

Also -production Eur.Phys.J.C 74 (2014) 11, 3110ω

See next talk for COMPASS results

SCHC
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Exclusive Pseudo-Scalar Meson Production
JLab 6 GeV results
• Hall A Rosenbluth separated  cross sections show 


• M.Defurne et al, PRL 117 262001 (2016) … proton 

• M.Mazouz et al, PRL 118, 222002 (2017) … neutron


• CLAS  on  and  also much larger than predictions of  based 
on GPD models

• I.Bedlinskiy et al, PRL 109, 112001 (2012), PRC 90, 025205 (2014)

• I.Bedlinskiy et al, PRC 95, 035202 (2017)


• S.Ahmad, G.Goldstein, S.Liuti, Phys. Rev. D 79, 054014 (2009):  Pseudo-scalar DAs have 
helicity flip contributions.  

• Dynamical description in terms of Chiral Symmetry Breaking:  S. Goloskokov and P. 

Kroll, Eur. Phys. J. A 47, 112 (2011).

N(e, e′￼π0)N dσT ≫ dσL

dσU p(e, e′￼π0p) p(e, e′￼ηp) dσL

7
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CLAS 12 Results
Deep Exclusive pi0
• A.Kim et al, Phys.Lett.B 849 (2024) 138459


• H  at 10.6 GeV


• Exclusivity cuts for  on , , , 

(e, e′￼pγγ)X
X = 0 |ΔPT | ΔPz |ΔϕXπ | MM2

epX

8
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CLAS 12 Results
Deep Exclusive pi0
• A.Kim et al, Phys.Lett.B 849 (2024) 138459


• H  at 10.6 GeV


• Exclusivity cuts for  on , , , 

(e, e′￼pγγ)X
X = 0 |ΔPT | ΔPz |ΔϕXπ | MM2

epX
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JLab Hall A, 12 GeV
H :  HRS  PbF2 Calorimeter(e, e′￼π0)p ⊗ 208
• M.Dlamini et al, PRL 127 (2021) 152301


• dσ = Γ [dσT + ϵdσL + 2ϵ(1 + ϵ)dσTL cos ϕ + ϵdσTT cos(2ϕ) + h 2ϵ(1 − ϵ)dσTL′￼
sin ϕ]

10

reconstructed invariant mass of the detected π0 events.
Additional details are presented in [23].
Neutral pions were reconstructed by selecting two

photons in the calorimeter above 500 MeV each, in
coincidence with the detection of a scattered electron in
the HRS. The HRS-calorimeter coincidence-time resolu-
tion was about 1 ns. The total contribution from accidental
coincidences was below 2% and was subtracted from the
experimental yield. The π0 sample was cleanly identified
by selecting events around the invariant mass mγγ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðq1 þ q2Þ2

p
. The exclusivity of the reaction was ensured

by reconstructing the missing-mass squared M2
X of the

Hðe; e0γγÞX reaction (see figure in the Supplemental
Material [23]).
The acceptance and resolution of the experiment were

computed by a Monte Carlo simulation based on the
GEANT4 software [27]. The simulation and cross section
extraction includes the real and virtual radiative effects,
based on calculations of [24], see also Supplemental
Material [23].
Data were binned into 12ϕ bins by 5 t0 bins. The different

structure functions appearing in the π0 electroproduction
cross section were extracted by exploiting their specific ϕ
dependencies, minimizing the χ2 between the number of
experimental and simulated events:

χ2 ¼
XN¼60

i¼1

"
Nexp

i − Nsim
i

σexpi

#
2

ð4Þ

where the sum runs over all 12 × 5 bins for each ðxB;Q2Þ
setting. Nexp

i is the total number of events in bin i with
corresponding statistical precision σexpi . The number of
simulated events in bin i is computed by convoluting the
acceptance and resolution of the experimental setup with
the kinematic dependencies of each of the structure
functions (dσT=dtþ ϵdσL=dt, dσTT=dt, and dσLT=dt) that
make up the cross section [see Eq. (1)]. These structure
functions are the free parameters of the χ2 minimization.
An example of these fits and the numerical values of all the
extracted structure functions are shown in the Supplemental
Material [23]. The helicity-dependent structure function
dσLT 0 is extracted by a similar fit to the difference in yield
for events with opposite helicities. Bin migration effects
from one kinematic bin to another due to resolution and
radiative effects are incorporated into the simulation and are
up to 10% depending upon the kinematic bin. Cross
sections are only reported for the four lowest t0 bins; the
additional highest t0 bin in the analysis is only used to
evaluate bin migration to the lower t0 bins. The systematic
uncertainty associated with the bin migration is assessed by
varying the selection cut on the missing mass squared, for
each kinematic bin. The dσT=dtþ ϵdσL=dt, dσTT=dt, and
dσLT=dt values extracted from the fit show a degree of
correlation of around 10% at low t0, but this correlation
reaches 90% at large t0 due to the loss of full azimuthal
acceptance in the detector.
The total systematic uncertainty of the results reported

herein varies between 4% and 8% depending on the
kinematic setting. The variation in the systematic uncer-
tainty from one setting to another is due to the effect of the

FIG. 2. Structure functions dσTT (blue triangles), dσLT (red squares), and dσLT 0 (green stars) for all kinematic setting as a function of
t0 ¼ tmin − t. The dashed curves are calculations based on transversity GPDs of the nucleon [15]. The gray boxes surrounding the data
points show the systematic uncertainty.

PHYSICAL REVIEW LETTERS 127, 152301 (2021)

152301-4

Curves: GK EPJA 47 (2011) 112
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CLAS12: H  Single Event Display(e, e′￼γp)
•G.Christiaens, PhD Thesis, U.Glasgow Scotland, Feb. 2021:  https://theses.gla.ac.uk/82288/

G.Christiaens et al, 
PRL 130 (2023) 211902
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CHAPTER 4. PHOTON ELECTROPRODUCTION ANALYSIS 66

either in the FD or the CD (central detector) and the photon can be detected either in the FD or
the FT (forward tagger), the distributions are shown in table 4.1. A schematic of a typical DVCS
event detected in CLAS12 is shown on figure 4.1.

Particles Proton in CD Proton in FD Total
Photon in FD 36% <0.3% 36%
Photon in FT 49% 15% 64%
Total 85% 15% 100%

Table 4.1: Distributions of DVCS events based on the detectors detecting the proton and the
photon for the inbending magnetic field configuration.

HTCC

DC FTOF ECAL

Electron

ProtonCND

CTOF

BMT

SVT

FD Photon

Figure 4.1: Schematic of a typical DVCS event, visualized using the CED tool (CLAS12 event
display, see section 2.3.4). Lines (red squares for the FT) represent reconstructed particle tracks
and colored shapes represent hits in the detector. The electron is reconstructed in the forward
detector (left), the proton in the central detector (middle) and the photon in the forward tagger
(right).

The CLAS12 software framework provides a set of rules for particle identification. In this
analysis, these criteria are used for the identification of electrons, protons and photons (the
development of the particle identification rules is not part of the work done for this thesis).

The following rules are used:

• electrons are identified from negatively charged tracks associated with an FTOF hit and
the following ECAL and HTCC requirements (to separate electrons from other negatively
charged particles and in particular p!):

– a hit in the HTCC with at least two photoelectrons

– a hit in the PCAL with at least 60 MeV deposited

– a sampling fraction (total energy deposition in the calorimeter divided by the mo-
mentum of the particle) within a five standard deviation from the expected value
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subtraction from the distributions passing the DVCS se-
lection, which was done on a bin-by-bin basis. In addition
to the statistical uncertainty induced by the subtraction
of the ⇡

0 events, the systematic uncertainty related to it
is given for each bin by:

�A =
�f ⇥ (Araw

�A
⇡)

(1� f)2
, (2)

with f the fraction of contamination, �f the associated
uncertainty, Araw and A

⇡ the asymmetries prior to ⇡
0-

contamination subtraction and of the subtracted ⇡
0 con-

tamination, respectively. Using Monte-Carlo simulations
with two di↵erent ⇡

0 event generators, we estimated
�f = 0.1⇥f . As the ⇡0-statistics may not be high enough
to derive its beam-spin asymmetry with accuracy, A⇡ was
set to 0 for a conservative estimate of the systematics.
Since the fraction of contamination depends on exclusiv-
ity cuts as well as on the ratio between the DVCS and
⇡
0 cross sections, and thus varies from bin to bin, the

systematic uncertainty was added quadratically to the
statistical uncertainty of the DVCS beam-spin asymme-
try.

The detection of the scattered lepton in ep !

e
0
p
0
� allows one to describe the reaction kinematics

in terms of the variables Q
2 = �q

2 = �(k � k
0)2

and xB = Q
2
/(2q · N) (see Fig. 1). The vari-

ables t and � (the angle between the leptonic and
hadronic planes in the process) were computed using
the scattered lepton kinematics and the direction of
the photon, the latter being a well-reconstructed quan-
tity. As shown in Fig. 3, there are 16 bins cover-
ing the Q

2/xB phase space. Each Q
2/xB-bin was fur-

ther subdivided into 4 bins in tmin(Q2
, xB) � t, with

tmin(Q2
, xB) the minimal squared momentum transfer.

FIG. 3. CLAS12 phase space in
Q2 vs. xB , showing the division
into 16 bins. The red line in-
dicates the approximate upper
reach of CLAS data at 6 GeV.

An adaptive binning,
dictated by the statis-
tics, was implemented
for the variable �,
as the cross section
exhibits a steep de-
pendence on it. For
each Q

2/xB/t/�-bin,
the averaged kinematic
values were computed,
corrected for the ⇡

0

contamination bias.
Detector acceptance
and fiducial cuts
applied for particle
selection result in a
non-negligible variation of xB and t, which can be ob-
served as a function of �. Thus, the average kinematics
are not necessarily the same for neighbouring �-bins.

Radiative e↵ects, where either a soft photon was radi-
ated by the incoming or outgoing electron, or there was
a QED loop involving the virtual photon vertex, were

considered and corrected for. These e↵ects may result in
bin migration – where the reconstructed kinematics of an
event di↵er from the true kinematics at the vertex. The
bin migration was corrected by deriving a migration ma-
trix from a Monte-Carlo simulation using a DVCS event
generator that included soft photon radiation, based on
the calculations by Akusevitch et al.[29].

RESULTS

In total, the beam-spin asymmetry was obtained for
64 bins in Q

2, xB and t, each of which contained be-
tween 10 and 33 bins in �, separately for the two data-
sets obtained with a beam energy of 10.2 and 10.6 GeV.
These datasets provide a tremendous addition to the
world data. In order to put the results of the CLAS12
datasets into perspective, we will refer to two such stud-
ies performing global fits, prior to the inclusion of the
current data, using very di↵erent approaches. The first
study has been performed by Kumericki et al. and is
based on a GPD-hybrid model [30], with sea partons de-
scribed by a Mellin-Barnes partial-wave expansion, while
dispersion relation techniques are applied to the valence
region. The few parameters of the model are then fitted
against most of the DVCS data available, yielding the
KM15 model. The second approach, developed by the
PARTONS Collaboration, is based on artificial neural
networks (ANN) [31, 32], trained on the world data-set
of DVCS measurements. In both the KM15 and ANN
methods, the fit in the valence region occurs at the level
of Compton Form Factors. As is the case for any neural-
network based approach, the ANN method leads to a
minimally biased description of the DVCS measurements.
To propagate uncertainties, the PARTONS Collabora-
tion smeared the datasets a hundred times according to
the quoted systematic uncertainties by the experimen-
tal collaborations, thus yielding a library of 100 ANNs
whose mean is the fitted CFF value and whose standard
deviation provides the CFF uncertainty.
For bins in phase space that overlap with the ANN

training measurements, it is possible to use a Bayesian
reweighting technique to test each ANN against the
DVCS asymmetries presented in this work. Regularly
applied in the PDF field [33], the technique consists of
computing a weight associated with each ANN, which re-
flects how closely it agrees with the new data. The weight
!k associated with the k-replica is given by[34]:

!k =
1

Z
�
n�1
k

e
�(�2

k/2) , (3)

where Z =
P

k
�
n�1
k

e
�(�2

k/2), n is the number of points
used to compute �

2
k

=
P

n
(y � yn)V �1(y � yn)T , y

are the asymmetry values from CLAS12 with V the as-
sociated covariance matrix, and yn are the predictions
of the k-replica. By computing the weighted average

DVCS
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estimated according to Ref. [49] and found to be negligi-
ble.

Various sources of systematic uncertainty on the BSA
were studied. To obtain the systematic uncertainty due
to the cut on the BDT classifier to remove the proton con-
tamination and on the exclusivity cuts, variations around
each chosen cut were made, and the di!erences between
the resulting BSAs were taken as the systematic uncer-
tainty. The systematic uncertainty on the beam polar-
ization was the standard deviation of the polarization
measured by the Møller polarimeter. The systematic un-
certainty stemming from the merging of datasets with
di!erent beam energy was evaluated with a GPD-based
model computing the DVCS-BH BSA. The systematic
uncertainty induced by the ω

0 subtraction method was
estimated using a di!erent method, relying on the statis-
tical unfolding [50] of signal and background contribu-
tions to the MM

2
enωX spectrum (Fig. 2, left), and com-

paring the obtained BSAs in each kinematic bin. The
total systematic uncertainty was computed by summing
all contributions in quadrature. It is, on average, → 0.01,
and largely dominated by the uncertainty on the exclu-
sivity cuts.

The BSA, which was extracted in bins of either Q
2,

xB , or t, is plotted as a function of ε in Fig. 4. It has
the expected sinusoidal shape arising from the DVCS-BH
interference, and is fitted by the function ALU (90→) sinε.
Its amplitude is on the order of a few percent, about a fac-
tor of 4 smaller than the pDVCS amplitude measured at
these same kinematics [21]. The systematic uncertainty
is consistently smaller than the statistical one.

Figure 5 shows the amplitude ALU (90→) of the sinε
fits to the BSA as a function of Q2 (left), xB (middle),
and ↑t (right). The data are compared to predictions
for DVCS on a free neutron of the VGG model [51] for
di!erent values of the quark total angular momenta Ju

and Jd. The VGG model uses double distributions [1, 4]
to parametrize the (x, ϑ) dependence of the GPDs, and
Regge phenomenology for their t dependence. The model
curves are obtained at the average kinematics for Q2, xB ,
and ↑t, and setting ε at 90→. The values of Ju and Jd

were varied in a grid of step 0.025 and range ±1, and the
ϖ
2 of each obtained model curve with the data points

was computed. Three of the curves yielding the best ϖ2

are retained for Fig. 5. Considering ϖ
2 values within

3ϱ from the minimum, in the VGG framework the data
favor d quark angular momenta 0 < Jd < 0.2, while
no constraints can be imposed on Ju. The model does
not reproduce the kinematic dependence of ALU (90→),
predicting steeper variations, in particular for ↑t, than
those displayed by the data.

The sensitivity of the CLAS12 nDVCS BSA to CFFs,
in particular to ↓mE , was tested by including it in a non-
biased fit method to extract CFFs [52]. In this method,
the CFFs are parametrized as neural networks, with val-
ues at input representing the kinematical variables xB ,
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FIG. 4. Beam-spin asymmetry for nDVCS versus ω for (top)

three bins in →t ([0, 0.3], [0.3, 0.5], and [0.5, 1.1] GeV
2
),

(middle) three bins in xB ([0.05, 0.14], [0.14, 0.2], and [0.2,

0.6]), and (bottom) three bins in Q
2
([1, 1.9], [1.9, 2.9], and

[2.9, 6] GeV
2
). The error bars are statistical. The data are fit

with the function ALU (90
→
) sinω. The histogram shows the

total systematic uncertainty.

FIG. 5. The sinω amplitude of ALU for nDVCS as a func-

tion of Q
2
(left), xB (middle), and →t (right). The (red on-

line) bands represent the systematic uncertainties. The VGG

model [51] predictions for three of the combinations of Ju and

Jd yielding the best ε
2
are compared to the data: solid (black

online) line for Ju = 0.35 Jd = 0.05, dashed-dotted (red on-

line) line for Ju = →0.2 Jd = 0.15, and (blue online) dotted

line for Ju = →0.45 Jd = 0.2.

Q
2, and t, and values at output representing the imag-

inary or real parts of the CFFs. Figure 6 shows the up
and down quark ↓mH and ↓mE CFFs, extracted by fits
to old CLAS [17, 18] and HERMES [26, 28] proton data,
to recent CLAS12 proton data [21] and to the neutron

5

estimated according to Ref. [49] and found to be negligi-
ble.

Various sources of systematic uncertainty on the BSA
were studied. To obtain the systematic uncertainty due
to the cut on the BDT classifier to remove the proton con-
tamination and on the exclusivity cuts, variations around
each chosen cut were made, and the di!erences between
the resulting BSAs were taken as the systematic uncer-
tainty. The systematic uncertainty on the beam polar-
ization was the standard deviation of the polarization
measured by the Møller polarimeter. The systematic un-
certainty stemming from the merging of datasets with
di!erent beam energy was evaluated with a GPD-based
model computing the DVCS-BH BSA. The systematic
uncertainty induced by the ω

0 subtraction method was
estimated using a di!erent method, relying on the statis-
tical unfolding [50] of signal and background contribu-
tions to the MM

2
enωX spectrum (Fig. 2, left), and com-

paring the obtained BSAs in each kinematic bin. The
total systematic uncertainty was computed by summing
all contributions in quadrature. It is, on average, → 0.01,
and largely dominated by the uncertainty on the exclu-
sivity cuts.

The BSA, which was extracted in bins of either Q
2,

xB , or t, is plotted as a function of ε in Fig. 4. It has
the expected sinusoidal shape arising from the DVCS-BH
interference, and is fitted by the function ALU (90→) sinε.
Its amplitude is on the order of a few percent, about a fac-
tor of 4 smaller than the pDVCS amplitude measured at
these same kinematics [21]. The systematic uncertainty
is consistently smaller than the statistical one.

Figure 5 shows the amplitude ALU (90→) of the sinε
fits to the BSA as a function of Q2 (left), xB (middle),
and ↑t (right). The data are compared to predictions
for DVCS on a free neutron of the VGG model [51] for
di!erent values of the quark total angular momenta Ju

and Jd. The VGG model uses double distributions [1, 4]
to parametrize the (x, ϑ) dependence of the GPDs, and
Regge phenomenology for their t dependence. The model
curves are obtained at the average kinematics for Q2, xB ,
and ↑t, and setting ε at 90→. The values of Ju and Jd

were varied in a grid of step 0.025 and range ±1, and the
ϖ
2 of each obtained model curve with the data points

was computed. Three of the curves yielding the best ϖ2

are retained for Fig. 5. Considering ϖ
2 values within

3ϱ from the minimum, in the VGG framework the data
favor d quark angular momenta 0 < Jd < 0.2, while
no constraints can be imposed on Ju. The model does
not reproduce the kinematic dependence of ALU (90→),
predicting steeper variations, in particular for ↑t, than
those displayed by the data.

The sensitivity of the CLAS12 nDVCS BSA to CFFs,
in particular to ↓mE , was tested by including it in a non-
biased fit method to extract CFFs [52]. In this method,
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amplitude is calculated according to the BMK formalism
[10]. The Fermi-motion distribution is implemented via
the Paris potential [46].

Several cuts were applied in order to ensure proper par-
ticle identification and select the relevant kinematic re-
gion for the DVCS reaction. Fiducial cuts were applied to
remove the edges of the detector. The electron momen-
tum was required to be above 1 GeV. Only neutrons with
momenta above 0.35 GeV were kept, in order to remove
spectator-neutron events. The minimum photon energy
was required to be 2 GeV. The cone angles formed by
the electron and the neutrals, the photon or the neutron
(ωeω , ωen), were required to be bigger than 5→ to remove
radiative photons produced by the electrons while pass-
ing through the target and detector materials, as well as
those erroneously reconstructed neutral clusters identi-
fied as photons or neutrons while being part of the elec-
tron shower in the calorimeter. Imposing Q

2
> 1 GeV2

and W > 2 GeV ensured the applicability of the leading-
twist GPD formalism and minimized contributions from
nucleon resonances.

Exclusivity cuts were applied to select the e↑nε(p) final
state while minimizing the background coming from par-
tially reconstructed ϑ

0 decays from the ed → e
↑
nϑ

0(p)
reaction, where only one of the two photons from the
ϑ
0 decay was reconstructed and the event passed the

DVCS selection cuts. Cuts on the missing masses of X
in the en → e

↑
nεX and en → e

↑
nX reactions, and on

the missing momentum of X in ed → e
↑
nεX were im-

posed (|MM
2
X(en → e

↑
nεX)| < 0.1 GeV2, |MM

2
X(en →

e
↑
nX)| < 2.5 GeV2, PX(ed → e

↑
nεX) < 0.35 GeV). A

further cut was imposed on !ϖ (↑1.5→ < !ϖ < 0.75→),
the di”erence between the two ways of computing the
angle ϖ between the leptonic and hadronic planes (using
the nucleon and the virtual photon and using the virtual
and the real photon). A similar cut was applied on !t

(|!t| < 0.5 GeV2) the di”erence between the two ways
to compute t, using either the scattered nucleon or the
virtual and real photon. Finally, a cut on ωωX , the cone
angle between the detected ε and the missing particle X
in en → e

↑
n
↑
X, was applied (ωωX < 3→). Figure 2 shows

the squared missing mass of X in ed → e
↑
nεX and the

missing momentum PX for the data and the simulations
for DVCS and for ϑ

0, after having applied the exclusiv-
ity cuts. The data still contain some background from
partially reconstructed ϑ

0 decays.
Due to ine#ciencies in the Central Tracker [47], some

protons were misidentified as neutrons. This back-
ground was reduced using a multivariate analysis tech-
nique (Boosted Decision Trees (BDT) [48]) that relied
on low-level features from the CND and the CTOF, and
on !ϖ. The remaining contamination from protons to
the neutron sample was estimated to be ↓ 5% and sub-
tracted in the computation of the BSA. Overall, 77580
events remained after all selections were applied. Fig-
ure 3 shows the kinematic coverage in Q

2 and xB of the

FIG. 2. Squared missing mass (left) and missing momentum

(right) from ed → e
→
nωX. The line defines the applied cut on

PX . The data (black circles) are compared with simulations of

neutron DVCS (red triangles) and of partially reconstructed

ε
0
background (blue upside-down triangles). The simulations

are rescaled to match, approximately, the relative weights of

each contribution to the data. The green squares are the sums

of the two simulated contributions.
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versus xB for the nDVCS data sample with all

selection cuts applied, showing the wide kinematic reach of

CLAS12.

selected events.
The ϑ

0 contamination to the DVCS sample was eval-
uated and subtracted. First, the ratio, from simulations,
of partially reconstructed e

↑
nϑ

0(1ε) events passing the
selection criteria for the DVCS process to fully recon-
structed e

↑
nϑ

0 events was computed. Multiplying this
ratio by the number of reconstructed e

↑
nϑ

0 events in the
data yields the number of e↑nϑ0(1ε) events. This num-
ber was then subtracted from the yield of DVCS event
candidates in each kinematic bin and helicity state. The
ϑ
0 contamination ranges from 10% to 45% depending on

the kinematics.
The BSA is obtained for each kinematic bin as

ALU =
1

P

N
+

↑ N
↓

N+ +N↓ , (5)

where P is the average beam polarization and N
+(↓) is

the yield of DVCS events for positive (negative) beam
helicity after ϑ0 subtraction. Radiative corrections were
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which computed the sum of the signal from all channels in a
80 ns window. If a signal above a programmable threshold
was found in the calorimeter, the digitization process took
128 μs; otherwise the ARS system resumed sampling after
500 ns. The level-2 trigger was based on a field-program-
mable gate array module, and was used only during high
counting rate settings (> 1 kHz). For settings with low
rates, all level-1 triggers were validated and waveforms

digitized [21]. Off-line analysis of the calorimeter signals
and regular energy calibrations resulted in an energy
resolution of 3% at 7 GeV. Missing-mass reconstruction
identified the nondetected proton (see Fig. 2). The time
resolution between the electron and photon detections was
better than 1 ns. The number of random coincidences was
evaluated by analyzing events in a time window shifted
with respect to the coincidence time of the HRS and
calorimeter signals.
An important source of background was neutral-pion

electroproduction events for which only one of the decay
photons was detected. The number of one-photon events
from π0 decays was estimated by a Monte Carlo simulation
normalized bin by bin to the number of detected π0 → γγ
events. The acceptance and resolution of the experiment
were modeled by a GEANT4 simulation. The simulation
included bin migration effects due to real and virtual
radiation and the PbF2 calorimeter energy resolution, as
described in [19]. During the data taking, the first quadru-
pole of the HRS experienced the gradual failure of its
cryogenic current lead. For the first part of the experiment,
the faulty quadrupole could only be used at a reduced
current supply. Before the fall 2016 data taking, that
quadrupole was replaced by a room-temperature quadru-
pole providing a similar magnetic field. Optics calibrations
data were taken to maintain the excellent resolution of the
HRS. Effects on the spectrometer acceptance were taken
into account for each kinematic setting and run period by

)2 (GeV2
XM
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FIG. 2. Missing mass squared of the ep → eγX reaction for
kinematic setting Kin-48-1, integrated over t and ϕ. Experimental
data are shown in black. The subtraction of the accidental
contribution (green) and photons from π0 decays (blue) yields
the red histogram.
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FIG. 3. Helicity-independent (top) and helicity-dependent (bottom) DVCS cross section at xB ¼ 0.36 (left), xB ¼ 0.48 (center), and
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boxes show the total systematic uncertainty, computed as the quadratic sum of the point-to-point and correlated systematic uncertainties.
Black curves display the total fit to the cross sections, at constant xB and t, in the BMMP formalism. The BH cross section is shown in
green. The contribution from the BH-DVCS interference is shown by the blue bands, whereas the contribution from the DVCS2 term is
indicated by the red bands. All band widths correspond to one standard deviation. The KM15 model is shown in magenta.
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• 2064 distinct  cross section data points


• Full Q2, Energy dependence to analyze all 12 Compton amplitudes
(E, Q2, xB, t, ϕγγ)

applying similar multidimensional cuts (R cuts, [26]) on
both the experimental and simulated data.
Deep inelastic scattering data were taken simultaneously

to the main DVCS data using an ancillary trigger for all
kinematic settings, which allowed a monitor of the scat-
tered electron detection efficiency and acceptance [21]. The
total systematic uncertainty of the DVCS cross-section
measurements includes the uncertainty on the electron
detection and acceptance, the luminosity evaluation, the
uncertainty on the photon detection, and the exclusivity.
Radiative corrections are included in the analysis based on
calculations of [27] and using the procedure described in
detail in [21].
Figure 3 shows a sample of the cross section measured at

each of the xB settings. See Supplemental Material [28] for
the full set of data. The azimuthal dependence of the cross
section is fit using the BMMP formalism [6], and the
contribution from the BH-DVCS interference and DVCS2

contributions are shown along with the BH cross section.
The BMMP calculation includes kinematic power correc-
tions ∼t=Q2 and ∼M2=Q2 that were proven to be important
at these kinematics [20]. The cross section is expressed as a
function of helicity-conserving CFFs (Hþþ, H̃þþ, Eþþ,
and Ẽþþ), longitudinal-to-transverse helicity-flip CFFs
(H0þ, H̃0þ, E0þ, and Ẽ0þ), and transverse helicity-flip
CFFs (H−þ, H̃−þ, E−þ, and Ẽ−þ). For each GPD label, the
subscripts λ, λ0 refer to the light cone helicity of the initial
(virtual) and final (real) photon, respectively. In this
formalism, the light cone is defined by linear combinations
of qμ and q0μ. Our whole dataset has been fitted using this
complete and consistent scheme, with the real and imagi-
nary part of all these CFFs being the free parameters (a total
of 24) of the fit. All kinematics bins inQ2 and ϕ at constant
ðxB; tÞ are fitted simultaneously, however possible QCD
evolution of the CFFs as functions of Q2 is not considered.
While the number of fit parameters is large, the high

accuracy of the data allows to simultaneously extract all the
helicity-conserving CFFs with good statistical uncertain-
ties. Figure 4 shows the real and imaginary part of all four
helicity-conserving CFFs as a function of xB averaged over
t. These results represent the first complete extraction of all
helicity-conserving CFFs appearing in the DVCS cross
section, including the poorly known Eþþ and Ẽþþ. The
state-of-the-art GPD parametrization KM15 [29] that
reproduces worldwide DVCS data show a reasonable
agreement but fail to describe Eþþ and Ẽþþ accurately.
As first demonstrated in [20] and described theoretically

in [30], the measurement of the DVCS cross section at two
or more values of the ep center-of-mass energy

ffiffiffi
s

p

provides statistically significant separation of the real
and imaginary parts of the BH-DVCS interference term
as well as the DVCS2 contribution in the cross sections for
polarized electrons. A new analysis [31] of all previous
JLab DVCS data followed a similar procedure, and

obtained flavor-separated Compton form factors, after
inclusion of our recent neutron DVCS data [32]. In the
present analysis, realistic error bands on the chiral-evenCFFs
are obtained by explicit inclusion of higher-order terms (e.g.,
H0þ, H−þ, etc.) in the cross section fit, with these terms
primarily constrained by inclusion of higher Fourier terms in
the azimuthal variableϕ. Although the extracted values of the
helicity-flip CFFs are largely statistically consistent with
zero, the statistical correlations between all of the CFF values
at fixed xB are essential to obtaining realistic experimental
uncertainties. Figure 5 illustrates for setting xB ¼ 0.60 the
values of CFFs as a function of t obtained when the fit
includes only the helicity-conserving CFFs (red points)
and when both helicity-conserving and helicity-flip CFFs
are included (black points). One can see that fitting only
helicity-conserving CFFs significantly underestimates their
uncertainties.
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FIG. 4. Values of the helicity-conserving CFFs, averaged over t,
as a function of xB. Bars around the points indicate statistical
uncertainty and boxes show the total systematic uncertainty. The
fit results of previous data [19] at xB ¼ 0.36 are displayed with
the open markers. The average t values are −0.281 GeV2 [19]
and −0.345, −0.702, −1.050 GeV2 at xB ¼ 0.36, 0.48, 0.60,
respectively. The solid lines show the KM15 model [29].
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FIG. 1. The e+e− invariant mass spectrum for the GlueX phase I
data set after applying the selections described in Sec. III. The J/ψ
peak is fitted with a linear function and two Gaussians with common
mean, which yields a total of 2270 ± 58 J/ψ’s.

If there would be significant contributions from other pro-
cesses, such as the open-charm exchange mentioned above,
then both of these assumptions break down. Therefore, a bet-
ter understanding of all the processes that contribute to J/ψ
photoproduction is required before updated searches for the
P+

c can be performed.
In this work we report on the measurement of J/ψ exclu-

sive photoproduction,

γ p → J/ψ p → e+e− p, (1)

based on the data collected by phase I of the GlueX exper-
iment [26] during the period 2016–2018. This data sample
is more than four times larger than the one used in the first
GlueX publication [1]. We present results for the total cross
section for photon beam energies from threshold, Eγ = 8.2,
up to 11.4 GeV. We also present the differential cross sections,
dσ/dt , in three regions of photon beam energy over the full
kinematic space in momentum transfer t , from |t |min(Eγ ) to
|t |max(Eγ ), thanks to the full acceptance of the GlueX detector
for this reaction. We identify the J/ψ particle through its de-
cay into an electron-positron pair. Due to the wide acceptance
for the exclusive reaction γ p → e+e− p, we observe events
in a broad range of e+e− invariant masses, including peaks
corresponding to the φ and J/ψ mesons and the continuum
between the two peaks that is dominated by the nonresonant
Bethe-Heitler (BH) process (see Fig. 1). As an electromag-
netic process that is calculable to a high accuracy, we will
use the measurement of this BH process for the absolute
normalization of the J/ψ photoproduction cross sections.

II. THE GLUEX DETECTOR

The experimental setup is described in detail in Ref. [26].
The GlueX experiment uses a tagged photon beam, pro-
duced on a diamond radiator from coherent Bremsstrahlung
of the initial electron beam from the CEBAF accelerator. The
scattered electrons are deflected by a 9 T m dipole magnet
and detected in a tagging array which consists of scintillator
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FIG. 2. The measured tagged photon spectrum for GlueX phase
I in units of luminosity. The nonstatistical fluctuations are due to the
segmentation of the tagger.

paddles and fibers, that allows determination of the photon
energy with 0.2% resolution. The photons are collimated by
a 5-mm-diameter hole placed at 75 m downstream of the
radiator. The flux of the photon beam is measured with a pair
spectrometer (PS) [27] downstream of the collimator, which
detects electron-positron pairs produced in a thin converter.
For most of phase I, the electron beam energy was 11.7 GeV,
corresponding to about 11.4 GeV maximum tagged photon
energy. The coherent peak was kept in the region of 8.2–9.0
GeV, which is just above the J/ψ threshold; see Fig. 2. The
produced photon beam is substantially linearly polarized in
this peak region and the orientation of the polarization was
changed periodically, although the beam polarization was not
used in this analysis. The bunches (≈1 ps long) in the electron
and secondary photon beams are 4 ns apart for almost all of
the data.

The GlueX detector is built around a 2 T solenoid, which
is 4 m long and has an inner diameter of the bore of 1.85 m. A
liquid Hydrogen target that is 30 cm long, is placed inside the
magnet. It is surrounded by a start counter [28], a segmented
scintillating detector with a timing resolution of 250 to 300
ps, that helps us to choose the correct beam bunch. The tracks
of the final state charged particles are reconstructed using two
drift chamber systems. The central drift chamber (CDC) [29]
surrounds the target and consists of 28 layers of straw tubes
(about 3500 in total) with axial and stereo orientations. The
low amount of material in the CDC allows tracking of the
recoil protons down to momenta pp as low as 0.25 GeV and
identify them via the energy losses for pp < 1 GeV. In the for-
ward direction, but still inside the solenoid, the forward drift
chamber (FDC) [30] system is used to track charged particles.
It consists of 24 planes of drift chambers grouped in four
packages with both wire and cathode-strip (on both sides of
the wire plane) readouts, in total more than 14 000 channels.
Such geometry allows reconstruction of space points in each
plane and separation of trajectories in the case of high particle
fluxes present in the forward direction.

Electrons and positrons are identified by two electro-
magnetic calorimeters. The barrel calorimeter (BCAL) [31]
is inside the magnet and surrounds the two drift chamber

025201-3
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FIG. 16. The forward (t = 0) differential cross section as a func-
tion of final particle center-of-mass momentum from this work (filled
red points) and SLAC [45] measurements (open black points).

The fits in Fig. 15 also directly give an extrapolation of
the cross sections to t = 0, dσ/dt (0), Table II. These results
are plotted in Fig. 16 as a function of the final proton (or
J/ψ) c.m. momentum, q, together with the SLAC measure-
ments of dσ/dt at t = tmin also extrapolated to t = 0 using
their measured exponential slope of 2.9 GeV−2 [45]. Such
a plot allows extrapolation of dσ/dt (0) to the threshold,
dσ/dt (0)|thr., that corresponds to q = 0. Reference [42] uses
the VMD model and dispersion relations to parametrize the
forward J/ψ-p scattering amplitude, T ψ p, and to fit all ex-
isting J/ψ photoproduction data including those data taken
at large center-of-mass energies. The parametrization is then
used to fit the forward differential cross sections and estimate
dσ/dt (0)|thr.—see Fig. 3 in Ref. [42], which is an analog
to our Fig. 16. Alternatively, the extrapolation to threshold
can be done by expanding T ψ p in partial waves, with the
S wave being dominant near threshold. Initial extrapolations
were previously reported along with the preliminary GlueX
results [46], but will not be discussed further in this paper. It is
of importance that the GlueX measurements are much closer
to the threshold than the SLAC measurements [45] (the latter
used in Ref. [42]), at the same time constraining dσ/dt (0)|thr.
to lower values than the SLAC results and Ref. [42]. For the
purpose of providing a quantitative estimate, let us assume
dσ/dt (0)|thr. is close in value and uncertainty to the lowest-q
data point in Fig. 16, 2.86 ± 2.03 nb/GeV2, where we have
included the overall scale uncertainty. This value corresponds
to a very small J/ψ-p scattering length, αJ/ψ p, which is given
by [7]

|αJ/ψ p| =

√
dσ

dt
(0)

∣∣
thr.

γ 2
ψ

απ

k2
γ p

π
, (6)

where kγ p is the c.m. momenta of the initial particles and γψ is
the photon-J/ψ coupling constant obtained from the J/ψ →
e+e− decay width. We find |αJ/ψ p| = (21.3 ± 8.2) × 10−3

fm, which, compared to the size of the proton of ∼1 fm scale,
indicates a very weak J/ψ-p interaction. However, note that
the VMD model is used in Eq. (6) to extract this value.

8 9 10 20
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10[n
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E  [GeV]
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Cornell
GPD (Ivanov, Sznajder, Szymanowski, and Wagner)
GPD and LQCD (Guo, Ji, and Liu) 

FIG. 17. Comparison of the J/ψ total cross sections from this
work (GlueX) to the SLAC [45] and Cornell [47] data and two QCD
theoretical calculations in the two-gluon exchange factorization
model (in LO) from Ref. [48] and from Ref. [10]. The latter calcu-
lation uses gravitational form factors from lattice calculations [44].
The SLAC total cross sections are estimated from their dσ/dt |t=tmin

measurements [45] assuming a dipole t dependence from the fit of
our differential cross section at the highest energy, Fig. 15. The error
bars shown for the GlueX data are the statistical and systematic errors
summed in quadrature.

We can use the mass scale ms from the fits in Fig. 15
(Table II) to estimate the proton mass radius as prescribed in
Ref. [11],

√〈
r2

m

〉
=

√
6

mp

dG(t )
dt

∣∣∣∣
t=0

=
√

12
m2

s
, (7)

where the scalar gravitational form factor, G(t ), is related to
the measured t distributions through the VMD model. Equa-
tion (7) gives

√
〈r2

m〉 = 0.619 ± 0.094 fm, 0.464 ± 0.024 fm,
and 0.521 ± 0.020 fm for Eγ = 8.93, 9.86, and 10.82 GeV, re-
spectively. More sophisticated estimations of the proton mass
radius require knowledge of the A(t ) and C(t ) gravitational
form factors separately [10,41].

In Fig. 17 we compare our total cross section results to
models that assume factorization of the J/ψ photoproduction
into a hard quark-gluon interaction and the GPDs describing
the partonic distributions of the proton. This factorization in
exclusive heavy-meson photoproduction in terms of GPDs
was studied in the kinematic region of low |t | and high beam
energies [8]. The factorization was explicitly demonstrated by
direct leading order (LO) and next-to-leading order (NLO)
calculations. In Ref. [10], it was shown that in the limit of high
meson masses and at LO, the factorization in terms of gluon
GPDs is still valid down to the threshold. Calculations in
this framework were performed for the J/ψ photoproduction
cross section using parametrizations of the gravitational form
factors obtained from the lattice results of Ref. [44]. These
calculations for the total cross section are compared to our
measurements in Fig. 17. While they agree better with the
SLAC data at higher energies, they underestimate our near-
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Jefferson Lab Outlook

• Hall C NPS DVCS, Deep  results soon


• WACS: H  @ 11 GeV in future

• CLAS12 

• Data in analysis

• H2, D2 data: Exclusive Vector Mesons, DVCS, deep pi0 cross sections

• Longitudinally polarized NH3, ND3 targets


• ALERT data taking in progress (He exclusive DVCS)

• GlueX Phase-2 data in analysis, Phase-3 in future

• Active R&D for positron beams

• Active R&D for ~20 GeV

π0

(γ, γp)
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On to the EIC!

• High luminosity


• Forward detection built into integration of detector and accelerator


• Longitudinally and transversely polarized p, 3He beams


• Expect fine kinematic binning to resolve evolution with xB of transverse size 
of quark and gluon distributions of the proton


• Deep Exclusive processes on nuclei identifiable by breakup veto


• ePIC Diffraction WG producing expectations for first 5 fb–1 of data in first year 
of proton running.
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COMPASS
Exclusive omega

• A.Sandacz, et al IJMP(conf) 51 
(2023) 2361002


•  + SCHC terms


• Goloskokov, Kroll (GP) 
calculations include transversity 
GPDs

R =
1
ϵ

r04
00

1 − r04
00

22

December 21, 2023 11:18 WSPC/CRC 9.75 x 6.5 2361002

A. Sandacz

Fig. 3. Dependence of SDME r500 on kinematic variables Q2, W and p2T for exclusive ⇢0 produc-
tion.
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SDME values

COMPASS

GK model

A: γ *
 

L
 →VM

L
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B: Interference
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Fig. 4. Comparison of the measured SDMEs for exclusive ! production with predictions of the
GPD model of Goloskokov and Kroll.15 The calculations are obtained for Q2 = 2.0 (GeV/c)2,
W = 7.5 GeV/c2 and p2T = 0.14 (GeV/c)2.

The SDME values for exclusive ! production20 for the total kinematic region
with mean values hQ2i = 2.13 (GeV/c)2, hW i = 7.6 GeV/c2 and hp2Ti =
0.16 (GeV/c)2 are shown in Fig. 4. They are compared to the predictions for COM-
PASS of the GPD model of Goloskokov and Kroll.14,15 The model was tuned to
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COMPASS SDME
-productionρ

• COMPASS, EPJC 83 (2023) 924


•  + SCHC correctionsR =
1
ϵ

r04
00

1 − r04
00

23

Eur. Phys. J. C           (2023) 83:924 Page 19 of 25   924 

dependence of r04
00 and R is observed by the two experiments,

and in the case of ZEUS no |t | dependence is seen.
In Fig. 13 the COMPASS results on the Q2 dependence

of R are compared to the previous experiments using results
with Q2 > 1.0 (GeV/c)2 and with moderate to large values
of W . The HERMES and COMPASS results are corrected
for contributions of the spin-flip amplitudes T01 and T10. For
those from H1 the contribution of T01 is taken into account,
whereas the SCHC approximation is used for the other data.
Despite small differences due to different treatments of small
contributions of spin-flip amplitudes, and also due to a pos-
sible weak W dependence, all the results consistently show
a main characteristic feature, i.e. the fast increase of R as a
function of Q2 within the wide energy range, from the fixed
target experiments to the HERA collider measurements.

In leading-order pQCD and for t = 0 the ratio R is pre-
dicted to be R = Q2/M2

V [47], where MV is the mass of
the produced vector meson. The experimental data on R for
exclusive ρ0, φ and J/ψ production confirm the scaling with
MV , but they lie systematically below this prediction (see,
e.g., Fig. 38 from Ref. [27]). Deviations from this depen-
dence, which become more pronounced as Q2 increases, are
due to effects of QCD evolution and quark transverse momen-
tum [45,48].

In the framework of the colour dipole model, different
transverse sizes are predicted for virtual qq̄ pair fluctuations
originating from longitudinally and transversely polarised
virtual photons, which leads to different kinematic depen-
dences of σL , σT and R. The transverse size of these colour
dipoles is on average smaller for longitudinal photons than
for transverse ones. This results in a more shallow t (or p2

T)

dependence of the cross section for the longitudinal photons.
In the unseparated cross section this effect leads to a decrease
of the value of the t-slope parameter with increasing Q2 (see
e.g. Refs. [27,30]).

9 Summary

Using exclusive ρ0 meson muoproduction on the proton, we
have measured 23 SDMEs at the average COMPASS kine-
matics, 〈Q2〉 = 2.4 (GeV/c)2, 〈W 〉 = 9.9 GeV/c2 and
〈p2

T〉 = 0.18 (GeV/c)2. The SDMEs are extracted in the
kinematic region 1.0 (GeV/c)2 < Q2 < 10.0 (GeV/c)2,
5.0 GeV/c2 < W < 17.0 GeV/c2 and 0.01 (GeV/c)2,
< p2

T < 0.5 (GeV/c)2, which allows us to study their Q2,
p2

T and W dependences.
Several SDMEs that are depending on amplitudes describ-

ing γ ∗
T → ρ0

L transitions indicate a considerable violation of
the SCHC hypothesis. These SDMEs are expected to be sen-
sitive to the chiral-odd GPDs HT and ĒT, which are coupled
to the higher-twist wave function of the meson. A particu-
larly prominent effect is observed for the SDME r5

00, which
strongly increases with increasing Q2 and p2

T.
Using specific observables that are constructed to be

sensitive to the relative contributions from transitions with
unnatural-parity exchanges, such as u1 and the NPE-to-UPE
asymmetry for the transverse cross section, we observe a
dominance of NPE exchanges. The UPE contribution is very
small and compatible with zero within experimental uncer-
tainties.

Fig. 13 The ratio R = σL/σT
as a function of Q2. For
comparison measurements of
exclusive ρ0 leptoproduction by
fixed target experiments
(HERMES [23], NMC [24],
E665 [25]) and by HERA
collider experiments (ZEUS
[30], H1 [27], H1 SV [26]) are
also shown
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Fig. 4 The 23 SDMEs for
exclusive ρ0 leptoproduction
extracted in the entire
COMPASS kinematic region
with 〈Q2〉 = 2.40 (GeV/c)2,
〈W 〉 = 9.9 GeV/c2,
〈p2

T〉 = 0.18 (GeV/c)2. Inner
error bars represent statistical
uncertainties and outer ones
statistical and systematic
uncertainties added in
quadrature. Unpolarised
(polarised) SDMEs are
displayed in unshaded (shaded)
areas

6 Results

6.1 SDMEs for the entire kinematic region

The kinematic region is defined as: 1.0 (GeV/c)2 < Q2 <

10.0 (GeV/c)2, 5.0 GeV/c2 < W < 17.0 GeV/c2

and 0.01 (GeV/c)2 < p2
T < 0.5 (GeV/c)2, with mean

values 〈Q2〉 = 2.40 (GeV/c)2, 〈W 〉 = 9.9 GeV/c2 and
〈p2

T〉 = 0.18 (GeV/c)2. The SDMEs extracted in this region
are presented in Fig. 4 and Table 1. Following Refs. [3,23]
they are assembled in five classes corresponding to different
helicity transitions. In Fig. 4, polarised SDMEs are shown in
shaded areas.

The dominant contributions to the SDMEs in class A
are related to the squared amplitudes for transitions from
longitudinally polarised virtual photons to longitudinally
polarised vector mesons, γ ∗

L → VL , and from transversely
polarised virtual photons to transversely polarised vector
mesons, γ ∗

T → VT .
The former ones appear in the SDME r04

00 , and the lat-
ter ones in the SDMEs r1

1−1 and Im r2
1−1, which approx-

imately mirror each other value (see Fig. 4 and Table 1).

The dominant terms in class B correspond to the interfer-
ence between amplitudes for the two aforementioned transi-
tions. The SDMEs of this class allow the determination of the
phase difference between the amplitude T11 for γ ∗

T → VT
transitions and the amplitude T00 for γ ∗

L → VL transition (cf
Sect. 7.6). In class C, the main terms in most of the SDMEs
are proportional to the interference between the helicity-flip
amplitude T01, describing γ ∗

T → VL transitions, and the large
helicity-conserving amplitudes, either T11 (for Re r04

10 , Re r1
10,

Im r2
10, Im r3

10) or T00 (for r5
00, r8

00). The dominant terms in the
SDMEs of classes D and E are proportional to the interference
between the amplitude T11 and small amplitudes describing
γ ∗
L → VT and γ ∗

T → V−T transitions, respectively.
The experimental uncertainties of the polarised SDMEs

are in most of the cases larger than those of the unpolarised
ones because the lepton-beam polarisation is smaller than
unity (|Pb| ≈ 80%), and in the expressions for the angular
distributions (see Eq. (19)) they are multiplied by the small
factor |Pb|

√
1 − ε, where ε ≈ 0.90.

123

SCHC

⟨Q2⟩ = 2.4GeV2, ⟨xB⟩ = 0.024
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Measurement of the hard exclusive ω0 muoproduction cross section at COMPASS 11

We observe a longitudinal–transverse interference contribution compatible with zero within statistical
uncertainties, while the transverse–transverse interference contribution is large and negative, and of the
same order of magnitude as the sum of transverse and longitudinal contributions. The exclusive ω0

production cross section depends on the GPDs H̃, Ẽ, HT and ET (see Eqs. (6–8)). As explained in the
introduction, the contribution of the chiral-odd GPD ET is dominant due to the relative sign of u and
d quark contributions for the ω0 production, in contrast to the contributions to the other GPDs. Our
observation of a large contribution from !TT and a slight dip in the differential cross section → d!

d|t|↑ as |t|
decreases to zero supports this expectation, which is also described by the GK model [18, 19, 28, 40].

8 Comparison to previously published results

In order to check the compatibility with the results obtained using the COMPASS 2012 data [27],
the analysis is also performed in the previously accessible kinematic domain: 0.08 (GeV/c)2 < |t| <
0.64 (GeV/c)2 , 1 (GeV/c)2 < Q2 < 5 (GeV/c)2 , 8.5 GeV < ∀ < 28 GeV and the average kinematics
for this comparison are →|t|↑ = 0.28 GeV/c2 , →Q2↑ = 2.16 GeV/c2 , →∀↑ = 12.34 GeV, →xBj↑ = 0.103,
→W ↑ = 4.61 GeV/c2 , →y↑ = 0.078, →#↑ = 0.996. The differential cross sections of exclusive ω0 produc-
tion for the two sets of data are presented as a function of |t| and ∃ in Fig. 5 and the numerical values
using the 2016 data set are given in Table 5.

0.1 0.2 0.3 0.4 0.5 0.6

|t| (GeV/c)2

0
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hd
�

d
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i0 @
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(G
eV

/c
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1 A

�⇤p ! ⇡0p0

⌫ 2 [8.5, 28] GeV

Q2 2 [1, 5] (GeV/c)2

|t| 2 [0.08, 0.64] (GeV/c)2

COMPASS 2016 data (this work)

2012 data (PLB 805 (2020) 135454)

Goloskokov-Kroll model (2016)

Fig. 5: Left: spin-independent virtual-photon cross section integrated over the full 2%-range in ∃ , presented
as a function of |t|. Right: spin-independent virtual-photon cross section averaged over the measured |t|-range,
presented as a function of ∃ . The cross sections obtained in the present measurement using the 2016 data (in red)
are compared to the previous ones (in blue). The inner error bars indicate the statistical uncertainty, the outer
error bars the quadratic sum of statistical and systematic uncertainties. The 2016 data points are shown at the
corresponding bin centre. For better visibility the 2012 data points are shifted horizontally with respect to the
present results. The triangles connected by the dashed line represent the Goloskokov–Kroll predictions [18, 19,
28, 40] for the experimental bins and the dotted line is a fit to the ∃ distribution of the 2016 data using Eq. (5).

Our results are compared to the prediction of the GK model [18, 19, 28, 40]. The measured differential
cross sections → d!

d|t|↑ are found to be compatible. However, a milder decrease is observed in the present
data. Hence the new result is slightly closer to the predictions. The ∃ -distributions of the cross sections
averaged over the |t|-range are in good agreement for the two data sets and also with the GK prediction.
In conclusion, the measured cross sections and the extracted contributions from the fit using the present
data (see Table 6) are statistically compatible with the results from Ref. [27].
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d!T

dt
!
[
(1→∀ 2

)
∣∣↑HT ↓

∣∣2 → t ↔

8m2
p

∣∣↑ET↓
∣∣2
]
, (7)

d!TT

dt
! t ↔

16m2
p

∣∣↑ET↓
∣∣2, (8)

d!LT

dt
! ∀

√
1→∀ 2

↗
→t ↔ Re

[
↑HT↓↘↑Ẽ↓

]
, (9)

d!LT↔

dt
! ∀

√
1→∀ 2

↗
→t ↔ Im

[
↑HT↓↘↑Ẽ↓

]
. (10)

Here, t ↔ = t → tmin with |tmin| being the kinematically smallest possible value of |t|, and mp is the mass of
the proton. The quantity ∀ defined in the previous section can be approximated at COMPASS kinematics
as ∀ ≃ xBj

2→xBj
, where xBj = Q2/(2M#).

3 Experimental setup

The data were collected during twelve weeks in 2016 using the COMPASS setup, which was a fixed-
target experiment located at the M2 beamline of the CERN Super Proton Synchrotron, using naturally
polarised muon beams of both charges with energies of 160 GeV/c .

The incoming muons were detected in a beam momentum spectrometer and a beam telescope. The final-
state particles were detected in a two-stage magnetic spectrometer containing a large variety of tracking
detectors, electromagnetic and hadron calorimeters, a ring-imaging Cherenkov detector and muon filters
for particle identification. The electromagnetic calorimeter ECAL1 was located in the large-angle part
of the spectrometer, while ECAL2 was placed in its small-angle part. Detailed descriptions of the setup
can be found in Refs. [31, 32] .

For the measurements to study GPDs, which are described in this paper, a 2.5 m long liquid-hydrogen
target inserted in a recoil-proton detector CAMERA and a new electromagnetic calorimeter ECAL0 were
added to the setup. The 4 m long recoil-proton detector consisted of two concentric barrels equipped with
24 scintillator slabs each. It measured time and distance of flight between the two barrels to determine
momentum and angle of the recoil proton. The ECAL0 calorimeter, located directly downstream of the
target, allowed the detection of photons emitted at large polar angles, expanding the accessible kinematic
domain towards higher values of xBj. Compared to the previous measurement in 2012, the ECAL0
acceptance was enlarged allowing to cover a larger kinematic range than in Ref. [27]. The accessible
kinematic domain of the COMPASS spectrometer for measuring exclusive events ranges from xBj ⇐ 0.02
to 0.45, which is complementary to other experimental facilities.

Data were recorded with both positively and negatively charged muon beams. Due to the natural po-
larisation of the muon beams, which originates from the parity-violating decay-in-flight of the parent
mesons, µ+ and µ→ beams have opposite polarisation. This enables us to measure the spin-independent
cross section, see Eqs. (4) and (5). The absolute value of the average polarisation for both beams is about
0.8 with an uncertainty of about 0.04.

In contrast to the four weeks long pilot run in 2012, for the 2016 data used in this analysis comparable
beam intensities of about 4 ·106µ/s were used. The incoming reconstructable muon flux was measured
using a random trigger based on a radioactive decay [33]. A set of selection criteria was applied to ensure
the quality of the muon tracks and to keep intensity variations below 10%. The integrated luminosity
used in this analysis is 51.4 pb→1 for the µ+ beam and 44.5 pb→1 for the µ→ beam, measured with a
precision of 2%.

12 The COMPASS Collaboration

Table 5: Numerical values of the cross sections shown in Fig. 5 with the mean values of |t| and ! in each bin.

|t|-range →|t|↑
[
(GeV/c)2 ]

〈
d∀
d|t|

〉 [
nb

(GeV/c)2

]
! -range →!↑ [rad] 1

!|t|

〈
d∀
d!

〉 [
nb

(GeV/c)2

]

0.08 – 0.15 0.12 15.92 ± 1.86stat
+ 1.69
↓ 1.51

∣∣
sys ↓# –

↓3#
4

↓2.64 0.59 ± 0.13stat
+ 0.12
↓ 0.11

∣∣
sys

0.15 – 0.22 0.18 16.05 ± 1.98stat
+ 1.70
↓ 1.49

∣∣
sys

↓3#
4

–
↓#
2

↓1.97 1.91 ± 0.26stat
+ 0.21
↓ 0.19

∣∣
sys

0.22 – 0.36 0.28 10.36 ± 1.07stat
+ 1.34
↓ 1.12

∣∣
sys

↓#
2

–
↓#
4

↓1.23 1.76 ± 0.25stat
+ 0.19
↓ 0.17

∣∣
sys

0.36 – 0.50 0.42 5.32 ± 0.73stat
+ 0.90
↓ 0.82

∣∣
sys

↓#
4

– 0 ↓0.40 0.76 ± 0.15stat
+ 0.15
↓ 0.13

∣∣
sys

0.50 – 0.64 0.57 4.37 ± 0.74stat
+ 0.69
↓ 0.59

∣∣
sys 0 –

#
4

0.49 1.13 ± 0.20stat
+ 0.20
↓ 0.17

∣∣
sys

#
4

–
#
2

1.20 2.90 ± 0.32stat
+ 0.29
↓ 0.24

∣∣
sys

0.08 – 0.64 0.28 9.04 ± 0.50stat
+ 1.08
↓ 0.99

∣∣
sys

#
2

–
3#
4

1.90 1.86 ± 0.27stat
+ 0.19
↓ 0.17

∣∣
sys

3#
4

– # 2.67 0.59 ± 0.16stat
+ 0.12
↓ 0.12

∣∣
sys

Table 6: The contributions in nb
(GeV/c)2 to the spin-independent cross section in the kinematic domain of Ref. [27].

〈
d∀T
d|t| + ∃ d∀L

d|t|

〉 〈
d∀TT
d|t|

〉 〈
d∀LT
d|t|

〉

2016 data 9.0 ± 0.5stat
+ 1.1
↓ 1.0

∣∣
sys ↓6.6 ± 0.8stat

+ 0.5
↓ 0.5

∣∣
sys 0.7 ± 0.3stat

+ 0.4
↓ 0.4

∣∣
sys

2012 data 8.1 ± 0.9stat
+ 1.1
↓ 1.0

∣∣
sys ↓6.0 ± 1.3stat

+ 0.7
↓ 0.7

∣∣
sys 1.4 ± 0.5stat

+ 0.3
↓ 0.2

∣∣
sys

9 Study of the ! -dependent cross section in different |t|-ranges

The ! -modulation of the spin-independent cross section is studied in five |t|-ranges using the full % and
Q2-ranges. The bin limits and the average kinematics are reported in Table 7. The corresponding five
differential cross sections of exclusive ω0 production are presented as a function of ! in Fig. 6 and the
numerical values are given in Table A.8.

Table 7: Average values of the kinematic variables for the 5 |t|-bins using the full % and Q2-ranges.

|t|-range →Q2↑
[
(GeV/c)2 ] →%↑ [GeV] →|t|↑

[
(GeV/c)2 ] →W ↑ [GeV/c2 ] →xBj↑ →y↑ →∃↑

0.08 – 0.15 1.93 11.76 0.12 4.43 0.104 0.074 0.996
0.15 – 0.22 2.11 10.32 0.18 4.16 0.123 0.065 0.997
0.22 – 0.36 2.33 9.86 0.28 4.04 0.140 0.062 0.997
0.36 – 0.50 2.41 9.29 0.42 3.92 0.150 0.059 0.998
0.50 – 0.64 2.65 9.35 0.57 3.89 0.165 0.059 0.998

Q2 ↔ [1,8] % ↔ [6.4,40]

Fits of the ! distributions in the five |t|-ranges are applied using Eq. (5). The extracted contributions
to the cross section, d∀T

dt + ∃ d∀L
dt , d∀TT

dt and d∀LT
dt , are presented as a function of |t| in Fig.7. Open points

correspond to the fit of the three contributions. The contribution d∀LT
dt is found compatible with zero

within the statistical uncertainties. A fit of only the two first contributions assuming d∀LT
dt = 0 is shown as

solid points. The results are given in Table 8. We observe large and opposite contributions of d∀T
dt +∃ d∀L

dt

24
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This Corrigendum refers to a previous letter [1] (PLB 793 (2019) 
188) published by the COMPASS collaboration using a data sample 
taken in 2012.

Here we give an update of Fig. 5 of Ref. [1]. The following cor-
rections were applied: In both Fig. 1 a) and b) the unit of the slope 
B has been corrected. In the Fig. 1 a) the scale on the right for 〈r2

⊥〉
has been updated.

DOI of original article: https://doi.org/10.1016/j.physletb.2019.04.038.

Fig. 1. (a) Results from COMPASS and previous measurements by H1 [2,3] and ZEUS 
[4] on the t-slope parameter B , or equivalently the average squared transverse ex-
tension of partons in the proton, 〈r2

⊥〉, as probed by DVCS at the proton longitudinal 
momentum fraction xBj/2 (see text [1]). Inner error bars represent statistical and 
outer ones the quadratic sum of statistical and systematic uncertainties. (b) Same 
results compared to the predictions of the GK [5–7] and KM15 [8,9] models.https://doi.org/10.1016/j.physletb.2019.135129

0370-2693/ 2019 Published by Elsevier B.V.
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Fig. 4. Differential DVCS cross section as a function of |t|. The mean value of the 
cross section is shown at the centre of each of the four |t|-bins. The blue curve 
is the result of a binned maximum likelihood fit of an exponential function to the 
data. This fit integrates the exponential model over the respective t-bins and does 
not use their central values, which are used for illustration only. The probability 
to observe a similar or better agreement of the data with the blue curve is ap-
proximately 7%. Here and in the next figure, inner error bars represent statistical 
uncertainties and outer error bars the quadratic sum of statistical and systematic 
uncertainties.

Table 1
Values of the extracted DVCS cross section: The quantity 〈 dσ

d|t| 〉 denotes the aver-
age of the measured differential µ+ and µ− DVCS cross sections in the indicated 
|t|-bin. Apart from the integration over t , the cross section is integrated over Q 2

and ν and divided by the product of the respective bin widths, as indicated in Fig. 4. 
In addition, the mean values for Q 2 and ν are given for each of the four bins. These 
mean values are weighted averages with the weight being the virtual-photon proton 
cross section.

|t|−bin
(GeV/c)2

〈 dσ
d|t| 〉

nb(GeV/c)−2
〈Q 2〉

(GeV/c)2
〈ν〉
GeV

[0.08, 0.22] 24.5±2.8stat
+3.7
−2.9

∣∣
sys 1.79 19.5

[0.22, 0.36] 12.6±2.0stat
+2.2
−1.5

∣∣
sys 1.77 18.8

[0.36, 0.50] 7.4±1.6stat
+1.3
−0.9

∣∣
sys 1.91 18.6

[0.50, 0.64] 4.1±1.3stat
+1.0
−0.5

∣∣
sys 1.77 20.1

three different regions in the virtual-photon energy ν . The data are 
compared to the sum of a Monte Carlo simulation of the BH pro-
cess only, which is normalised to the total integrated luminosity of 
the data, and the estimated π0 contamination. For large values of 
ν , the data agree reasonably well with the expectation that only 
the BH process contributes. For intermediate and small values of 
ν , sizable contributions from the DVCS process and the BH-DVCS 
interference are observed.

From here on, the analysis is performed in the region of small 
ν using a three-dimensional equidistant grid with four bins in |t|
from 0.08 (GeV/c)2to 0.64 (GeV/c)2, 11 bins in ν from 10 GeV to 
32 GeV, and four bins in Q 2 from 1 (GeV/c)2to 5 (GeV/c)2. For 
each bin the acceptance correction is applied and the contribu-
tion of the BH process is subtracted together with the estimated 
π0 contamination. The photon flux factor is applied on an event-
by-event basis according to Eq. (7). In every of the four bins in |t|, 
the mean value of the cross section is obtained by averaging over 
Q 2 and ν . When determining the cross section in bins of φ, no 
significant dependence on φ is observed. According to Eq. (5), the 
extracted result is in such a case sensitive to the quantity cD V C S

0
only.

4. Results

The t-dependence of the extracted µ+ and µ− cross section 
average is shown in Fig. 4, with the numerical values given in Ta-
ble 1. The observed t-dependence of the DVCS cross section can 

Table 2
Columns 1 and 2 show the relative systematic uncertainties on 
the measured cross section in bins of |t|, columns 3 and 4 show 
those on the fitted slope of the cross section. All values are given 
in percent. Note that the uni-directional systematic uncertainty σ↑
(σ↓) has to be used with positive (negative) sign.

Source σ t
↑ σ t

↓ σ B
↑ σ B

↓
muon flux 3 3
kinematic fit 3 3 0 0
background stat. unc. 2 - 5 2 - 5 2 2

background norm. 0 6 - 12 0 5
radiative corr. 0 4 - 6 0 1

reconstr. unc. 13 - 19 9 0 2

% 15 - 23 11 - 12 2 6

be well described by a single-exponential function e−B|t| . The four 
data points are fitted using a binned maximum-likelihood method, 
where the weights take into account all corrections mentioned 
above. The result on the t-slope,

B = (4.3 ± 0.6stat
+ 0.1
− 0.3

∣∣
sys) (GeV/c)−2, (9)

is obtained at the average kinematics 〈W 〉 = 5.8 GeV/c2, 〈Q 2〉 =
1.8 (GeV/c)2 and 〈xBj〉 = 0.056.

In Table 2, the important contributions to the systematic un-
certainties on the values of cross sections and exponential slope 
are shown, arranged in three groups. The first group contains sym-
metric contributions due to uncertainties in the determination of 
the beam flux, possible variations of the energy and momentum 
balance in the kinematic fit and the statistical uncertainty of the 
background subtraction. The second group contains systematic un-
certainties related to corrections that were applied to the mea-
sured cross section. The subtracted amount of π0 background is 
translated into an uni-directional systematic uncertainty of up to 
+12%, which is related to the detection of photons and originates 
from a possible bias on the low energy-thresholds of the electro-
magnetic calorimeters. As radiative corrections to the DVCS pro-
cess are model dependent, they are not applied but instead also 
included as an uni-directional systematic uncertainty. The third 
group contains the largest contribution to the systematic uncer-
tainty. It is linked to the normalisation of the data in the large 
ν-range with respect to the Bethe-Heitler contribution, when com-
paring data taking with positively and negatively charged muon 
beam. It is asymmetric and amounts to at most +19% and −9% for 
large values of |t|. The total systematic uncertainty % is obtained 
as quadratic sum of all components shown in Table 2.

The main systematic uncertainty on the slope B is uni-
directional with a value of −5% and originates from the normalisa-
tion of the π0 background. Note that the systematic uncertainties 
of the four data points for the cross section are strongly correlated, 
so that for the slope value a considerably smaller systematic un-
certainty is obtained. More details on systematic uncertainties are 
given in Ref. [23].

5. Interpretation

This Letter presents the first measurement of the |t|-dependence 
of the differential DVCS cross section in the intermediate xBj-region, 
which can be described by a single-exponential function e−B|t| . Us-
ing Eq. (1), the fitted slope B of the measured |t|-dependence 
of the DVCS cross section is converted into the transverse ex-
tension of partons in the proton, as probed by DVCS at about 
〈xBj〉/2 = 0.028:

• 2012 data
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