EWMS in Action - $lcECuBE

A User’s Guide to Adaptive,
Extreme-Scale Workflows

Ric Evans-Jacquez

Research Software Engineer
UW-Madison / IceCube / WIPAC
HTC25 — June 2025



'Y .

How can the Event Workflow Management
System benefit me?

EWMS uses Condor to run
workflows containing
many, many short-lived tasks
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Event-Granular HTC Workflows

To be most efficient, we want to subdivide a
workflow into “smallest” unit of work, the event

207337

> Multi-Messenger Astrophysics alerts
(IceCube and LIGO triggers)

Astronomical observations (images)
Cryogenic electron microscopy (cryo-EM)

data
Optical Character Recognition on pagesin a
book

>
>




HTCondor’s Traditional Use

HTCondor is great at aggregating distributed
resources and orchestrating workflows, but...
> Imposes 1:1 job-task mapping
> Needs O(>30 min) jobs to be most efficient
o Task lifetime >> Startup+Scheduling time

In contrast, events...

> Much shorter runtime per task
> 1:N job-task mapping
> Dynamic allocation of inputs and outputs
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Condor is a massive bird, but we have Starlings

Andean Condor Condor-shaped flock of Starlings

(not Al)
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The First EWMS Application

IceCube Neutrino Observatory’s
Realtime Alert System




Background
lceCube Neutrino Observatory

: 50m e e
The IceCube Neutrino Observatory Q‘

is a cubic kilometer detector

located at the geographic South

Pole, and the premier facility for @
identifying neutrinos > 10 GeV, DEBOM  sasom

particularly > 1 TeV astrophysical
neutrinos. & 7m o iV
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Background
A neutrino is detected by lceCube!

Where did it come from?

Need to know where to point
other telescopes for immediate
follow-up observations.




IceCube’s Problem & ceCuBEHT
Need to reconstruct a Sky Map

Most accurate and detailed directional reconstruction comes by
scanning across the sky in varying granularity: O(100k) total pixels

“night sky’ T

HEALPix algorithm




IceCube’s Problem $&ceCuse

The Original Solution

Preempt N HTCondor nodes for immediate I
availability | y input

2. Generate O(100k) events (5-tuples)

Central

Server s
w C
v Client

Worker

3. Group O(1k) events into N “input” object

> 1job gets 1 object, O(1k) events
4. Submit to HTCondor for N jobs

out out out J

5. Wait for every job to finish while collecting
N transferred output objects

6. Assemble resulting skymap

> Produce the most probable direction and error Are you using something similar? @ @ .




IceCube’s Problem $&ceCuse

The Three Realities of HTC

We have a heterogeneous and finite compute pool — you s serree Axewan
cannot group input events efficiently ahead of time. to Absurd Hypothetical Questions

What if you didn’t have to?

2. Task processes / CPUs will fail — even tested software.

What if you didn’t have to rerun an entire job if the
very last event fails?

D\‘>7"_4 =
RANDALL MUNROE
rrrrrrr of xked

fun book.. not an ad.
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3. Less-than-ideal job availability is unavoidable.

What if you didn’t have to wait for your last job?




Today
EWMS Design
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Today
lceCube Outsources HTCondor to EWMS

> EWMS is a domain-agnostic

domain-specific

IceCube’s App

system. add-ons
> |ceCube uses EWMS with an EWMS

external domain-specific

server, called “SkyDriver”. IceCube’s Realtime

Code
> SkyDriver tells EWMS to tell

HTCondor to run physics code.
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Today
lceCube Outsources HTCondor to EWMS

(also not Al) 5

Emperor penguins march along the ice on Cape Washington on Antarctica's Ross Sea. Contrary to
popular belief, these charismatic birds do not live in Antarctica's vast interior, including at the South
Pole—they stick to the coast.

PHOTOGRAPH BY PAUL NICKLEN, NAT GEO IMAGE COLLECTION

ANIMALS | [ EXPLAINER

Penguins don't live at the South Pole,
and more polar myths debunked

Pen qu in- Shaped flock of Starlin gs We're setting the record straight on which cold-dwelling creature lives where.

By Brian Handwerk 0 X = &

February 3,2020 « 11 min read

A\ (V)
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Sounds neat... what do | need to do?

It’s all about event I/0

’ Ve




Event I/O $&ceCuse
Dynamically-allocated inputs, outputs, and workforce

EWMS does not use HTCondor’s file-transfer system (for events)

> 1:N tasks are complex (still not Al
> No dynamic scaling task per job

Instead, EWMS uses message passing (HTTP + RabbitMQ)

> Separates event I/0 from job mechanics
o  Additional input(s) are given when needed

©  Outputs are immediately relayed in real-time

Starlings are not fed,
they forage

> Doesn’t care about fluxuations in job count
o Can we increase/decrease number of jobs?

Ve




Event I/O $&ceCuse
Pilot-Based Workers

Ack-last & fail-fast paradigm

% Acknowledge input event only when task is done . o _
The Pilot’s built-in failover

mechanism makes the workflow
natively resilient to CPU crashes

< MQwill redeliver to another worker when no ack
% “Dead Letter” queue for problem events

Backward compatible — invisible from user’s POV

Y

%  User code interfaces with files

) AN Task AN :
W Pilot — File Pmisess File > Pilot —m
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EWMS complements HTCondor

HTCond%r

HTCondor Manual

A few of HTCondor's Exceptional Features:

:
> Guaranteed execution S

EXtreme Sca |a bility Users’ Quick Start Guide

Downloading and Installing

B Overview

Parallelization without reimplementation

High-Throughput Computing (HTC)
and its Requirements

Success in heterogeneous environments HTCondor‘slpower
Exceptional Features

Availability

Adaptable to user requirements Contributions and

Acknowledgments

Y YV VYV

Paraphrased from the HTCondor Manual

Ve




Interfacing with EWMS & ccCusEHT
Whether User or Bot, it's the same

. . post_body = {
If our SyStem Is nOtheleIe tO adopt; "public_queue_aliases": ["input-queue", "output-queue"],
o "tasks": [
then it won’t be used! o

"cluster_locations": ["sub-2"],

. "input_queue_aliases": ["input-queue"],

HTTP / REST user |nterface "output_queue_aliases": ["output-queue"],

"task_image": "icecube/skymap_scanner:3.20.3",

> Standardized JSON input — auto-documented "task_args": "client --in {{INFILE}} --out {{OUTFILE}}",

"environment": {}

©  Not unlike HTCondor submit syntax N
o Validation by JSON Schema & OpenAPI e .

"max_worker_runtime":
"worker_disk": "512M",

> Multiple image versions available ~ "worker_memory": "S12H",

o  Allows users to test customizations
(also scientific reproducibility) }

resp = await rc.request( method: "POST", path: "/v0/workflows", post_body)

1l

o  Apptainer (optionally, Docker)




Future CHTC Use Case #1 $&ceCuse
Using protein language model to drive engineering

Latent Space (GB1 CNN) B  Feature Importance Supenmposed on Structure (Pab1 CNN)

Enormous space of options - millions of
potential variants

* Very small individual inference task

* Additional tasks can be added in
discovered regions of interest

Amino Acid
+<E<SAOTOVZE-XA_IOTMOO>

[ |
126 130 134 138 142 146 150 154 158 162 166 170 174 178 182 186 190 194 198
Position
“Neural network interpretation. (A) A UMAP projection of the latent space of the GB1
sequence convolutional network (CNN), as captured at the last internal layer of the network. In
this latent space, similar variants are grouped together based on the transformation applied by,
the network to predict the functional score.” - from 10.1073/pnas.2104878118



https://www.pnas.org/doi/full/10.1073/pnas.2104878118

Future CHTC Use Case #2
Scientific literature processing and data-mining (xDD)

Stream of new articles, each of which goes through

processing:
> Visual parsing (extract tables, figures, equations,
captions, ...)
> Paragraph chunking and text embedding (for retrieval
augmented generation “ask-xDD” agent)

Occasionally deploy new processing workflows or
applications across ~18M documents

“Standard” approach: batch documents, submit

regularly
> Individual documents are O(min) for each processing
pipeline
> Some docs will stop progress on the batch, resulting in
need for re-bundling and re-submission

Section

Mhumﬂ!lﬁ)
Body Text(0.0924252033233643) .
One script sets up the initial condition and runs the model:

./runHalfar.py

Note that to run the test with the halfar-HO.config settings, you can use the ~¢ comman-
dline option for specifying a configuration file:

./runHalfar.py -c halfar-HO.config

Another script analyzes and plots the results:

./halfar results.py

Section

Raasturl00900727573394775)

Body Text(0.9994284510612488) L )

With the default .config settings, this simulation should only take a few seconds and is a good

first test for a working Glide dycore. With Glissade, the Blatter-Pattyn option takes a few
minutes, but the SIA and L1L2 settings are much faster. As the dome of ice evolves, its margin
advances and its thickness decreases (there is no surface mass balance to add new mass). The
script halfar results.py will plot the modeled and analytic thickness at a specified time
(Figure 8.1), and also report error statistics. Invoke halfar results.py --help for details on
its use.
Figure(0.9414491057395935)
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Figure Caption(0.5313378572463989)
Figure 8.1: Halfar test case results (using Glide) after 200 years of dome evolution. This figure
is generated by halfar results.py.

Section

BedisRo oABNANNBsil

Body Text(0.9699838767514954)

This test case is from phase 1 of the European Ice Sheet Modelling INiTiative intercomparison
experiments. These experiments are described in more detail here? and in Huybrechts et al
L1006
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Future
Other Workflow
Geometries

Pipe
Pump —»

Pipe
Pump —>»

Pipe

Node

Pipe and Filter Architecture - System Design

Edge ™= Event Message Queue

Node Weight = Task Priority (workforce size)
Edge Weight =™ Event Frequency

ICECUBE

NEUTRINO OBSERVATORY

&

N R

Filter i Filter W
N 4 e
e —

Pipe
Filter Filter
A -

\__ Jvpipe” ,_‘
= Task Type
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NEUTRINO OBSERVATORY

SkyDriver-EWMS Architecture ICECUBEHT

6. WMS asks for V|
(" new queue(s) -- ) RabbitMQ
4. register w/ EWMS: task directive DDS throtles
4.1, returns task ID

6. creates task ID
7B. EWMS task is ready to go. MQ: queue IDs, auth token

PR

SkyDriver Scanner Instance

Containers

8C. startup data
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The Problem & ceCuse
Two lceCube Use Cases

CASE 1: Massive Scale CASE 2: Moderate Scale

Real-time Scans Historical Catalog & Simulation

Fast & Resource Intensive -> High Priority Steady/Predictable -> Lower Priority

-> O(10k+) CPUs, spun up ASAP -> Varying # of CPUs, subject to availability

!AQUA Satellite

R
49,

7777777
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SkyDriver — Worker / Scanner Client POV

Data

Distribution Large > 500 KB
Service Small <= 500 KB

— To be verified
- 3a./9a Small

Input/Output Events

2. Connect to Queue to
retrieve information

request next pixel

Worker ‘ To-Client Message

about input events: ~ From-Client Message
g;nallde‘vents: Queue \ Queue \

ored in queue ; ’ v
Large Eveqnts: \ Pilot 4 5. mpuvoutput el

tored in DDS Storage gvent(s)
s N d Scanner Client EWMS Pilot
Coordinate
Worker submission
and event information

Local v
i skymap_scanner clint.client
Disk i\

outpki

Single Reco
Output IceTray Reco Modules

6./7. Input/

event(s)
Task - f(x) (subprocess)

schedd to the compute resource
Worker includes:

r 1 )
e‘ /W 1. TMS submits a worker to HTCondor
H

Task + EWMS Pilot
Management « Script to execute
Service * Information to connect to DDS: Auth

token, address, input & output “topic”




