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● I am a 3rd year graduate student at UW-Madison

● Mentors: Sridhara Dasu (UW-Madison), Nick Smith (FNAL)

My TAC-HEP R&D project:

I am developing an Analysis Facility (AF) at the University of 

Wisconsin. The AF gives users a place to run analysis code 

that is user friendly, is pre-configured for columnar HEP 

analysis, and provides access to large-scale computing 

resources (in our case, the Wisconsin Tier-2). In particular, 

analysts should be able to go from testing on a local machine 

to running production-level code on thousands of cores 

without needing to know details about the computing 

infrastructure. Altogether, the goal is to let analysts not worry 

about computing, and instead focus on physics.

Accomplishments:

● Created the cowtools package, letting users 
connect to the Tier-2 in one line of code

● Created wisc-af-examples, a collection of 

examples and instructions to introduce new users 
to the Wisconsin Analysis Facility

● Tested Wisconsin’s XCache system, finding a 
bottleneck that was severely impacting its 

performance
○ An XCache allows analysts to read 

frequently-accessed data much 
more quickly and reliably by caching 
it on-site

○ This work contributed to a talk at 
The 8th Asian Tier Center Forum

Next steps:

● Remove the XCache bottleneck and put it to 
production-level use

● Implement our systems in Kubernetes

● Grow our user base!

● Participate in benchmarking with other US 

Analysis Facilities
○ Ex: AGC

https://github.com/rpsimeon34/cowtools
https://github.com/rpsimeon34/wisc-af-examples
https://pages.hep.wisc.edu/~ajit/ajit_atcf8_tifr_sep24.pdf
https://github.com/iris-hep/analysis-grand-challenge


Tests in the Benchmark

The Test Run the physics analysis above

What We Measure • How long does it take to run the analysis?

• How reliably can we read input files without failure?
• What kinds of error messages do we get from reading files?

• Where do our files come from?

Versions of the Test • Where are the files?

• Read files remotely, from hosts around the world, OR
• Read files with Wisconsin Xcache

• How many files to read?

• Read all files (1.5 TB in total), OR
• Read only first 5 files in each sample
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Configurations
• Running on up to 250 Condor cluster nodes

• In practice, there are typically ~180 jobs concurrently running

• The limit appears to be the taskgraph, ie: more nodes are available, the task just does not call for more than ~180 at a 

time

• Worker nodes run jobs in a custom Singularity container, based on central coffea v2024 image
• Clusters use nodes from Wisconsin Tier-2 and Center for High Throughput Computing (CHTC)

https://hub.docker.com/layers/coffeateam/coffea-base/v2024.1.2/images/sha256-2b6f022ca0555716497244406e45f3f6ccb741e98f5eb9599b2f842839d1fbfe?context=explore


Remote Reading: Where are the Files From?

Max 5 Files per Sample
• 35 total files

• Pie wedges proportional to number of files from that 

site

• Number in parentheses is file read failure rate from 

that site

All Files (823 Files)
• 823 total files

• Pie wedges proportional to number of files from that site

• Number in parentheses is file read failure rate from that 

site

• Sites grouped in “other” host < 3% of total files and have 

zero failures
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Analysis Facility Demo Images

With cowtools

Running on the Wisconsin Tier-2 via 

the Analysis Facility
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